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FOREWORD

Drought has been cited as a scourge of mankind since biblical
times. It still is a major menace to world food supplies. Insect
plagues, with which it ranks as a crop threat, can be fought by
modern means. Drought remains an unconquered ill.

Meteorological science has not yet come to grips with drought. It
has not even described the phenomenon adequately. This is
certainly the first step toward understanding. And then a long
road remains ahead toward prediction and, perhaps, limited control.
This paper is an important step toward these goals. It presents a
numerical approach to the problem and thus permits an objective
evaluation of the climatological events.

Although often so classified, drought is not just an agricultural
problem. It affects the city dweller, whose water may berationed,
and the industrial consumers of water as well. In fact, water is
one of the most vital natural resources. Its lack, regionally or
temporally, has the most profound effect on economy. In a
country as large as the United States drought is likely to affect
only a part of its territory at any one time. However, no section
is entirely spared of droughts and occasionally substantial areas are
affected. By severity and duration these events can be calamitous
not only locally but for the whole economic structure. Hence
knowledge of the probability of their occurrence and their course
is an essential element for planning. The thorny problem of a
rational land utilization is closely tied in with these considerations.

The pioneering work of the late C. W. Thornthwaite on potential
evapotranspiration has underlain all modern attempts to assess
the water balance. As in his work, the aim of the effort reported
on in this paper remains primarily on the climatological aspects.
The new method presented here is directed at a quantitative assess-
ment of periods of prolonged meterological anomalies. We hope
it is a step forward and that it can be followed by similar analyses
on a broader geographical basis.

H. E. LANDSBERG.
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METEOROLOGICAL DROUGHT
WAYNE C. PALMER

Office of Climatology, U.S. Weather Bureau, Washington, D.C.
[Manuscript received July 23, 1962; revised June 16, 1964]

ABSTRACT

Drought can be considered as a strictly meteorological phenomenon. It can be eval-
uated as a meteorological anomaly characterized by a prolonged and abnormal moisture
deficiency. Not only does this approach avoid many of the complicating biological factors
and arbitrary definitions, it enables one to derive a climatic analysis system in which drought
severity is dependent on the duration and magnitude of the abnormal moisture deficiency.
Within reasonable limits, time and space comparisons of drought severity are possible.
The objective of this paper is to develop a general methodology for evaluating the meteoro-
logical anomaly in terms of an index which permits time and space comparisons of drought
severity.

The underlying concept of the paper is that the amount of precipitation required for
the near-normal operation of the established economy of an area during some stated period
is dependent on the average climate of the area and on the prevailing meteorological condi-
tions both during and preceding the month or period in question. A method for computing
this required precipitation is demonstrated. The difference between the actual precipita-
tion and the computed precipitation represents a fairly direct measure of the departure of
the moisture aspect of the weather from normal. When these departures are properly
weighted, the resulting index numbers appear to be of reasonably comparable local signifi-
cance both in space and time.

Suceessive monthly index values for past dry periods were combined by a relatively
objective procedure to yield an equation for caleulating drought severity in four classes—
mild, moderate, severe, and extreme. The method of analysis is described and the results
of applying the procedure to 76 years of western Kansas weather, 33 years of central Towa
weather, and 32 years of independent data from northwestern North Dakota are presented.

The procedure is tractable for machine data processing by weekly or monthly periods
for either points or areas. When this type of climatic analysis has been carried out for a
large number of contiguous areas, not only will one obtain drought severity expectancy
figures but also other useful items as well. For instance, the analysis will provide wet
period expectancies, maps useful in land use capability studies, and material of interest in
water resources planning. In addition, some of the derived parameters will very likely
prove to be useful in crop yield investigations.

1. INTRODUCTION

Drought means various things to various people,
depending on their specific interest. To the
farmer drought means a shortage of moisture in
the root zone of his crops. To the hydrologist it
suggests below average water levels in streams,
lakes, reservoirs, and the like. To the economist
it means a water shortage which adversely affects
the established economy. Each has a concern

which depends on the effects of a fairly prolonged
weather anomaly.

A completely adequate definition of drought is
difficult to find. Not only is there disagreement
as to the meaning of the word, even its spelling
and pronunciation provide room for discussion.
It is variously spelled as “drought’’ and “drouth.”
Recommended pronunciation for the first spelling
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is “drout’”’ (as in trout) and the second form be-

comes ‘‘drouth” (as in south) [3]. These inter-
esting sidelights are indicative of the confusion
that prevails.

DEFINITIONS

From previous drought studies one can assemble
a number of definitions, such as:

1. A period with precipitation less than some
small amount such as 0.10 in. in 48 hr. [6].

2. A period of more than some particular num-
ber of days with precipitation less than some
specified small amount [16].

3. A period of strong wind, low precipitation,
high temperature, and unusually low relative
humidity (this has been referred to as “atmos-
pheric drought”) [7].

4, A day on which the available soil moisture
was depleted to some small percentage of avail-
able capacity [68].

5. A period of time when one or all of the fol-
lowing conditions prevailed: (a) Pasturage be-
coming scarce, (b) Stock losing condition from
fair order, (¢) Hand feeding in vogue, (d) Agist-
ment of stock [72].

6. Monthly or annual precipitation less than
some particular percentage of normal [30].

7. A condition that may be said to prevail
whenever precipitation is insufficient to meet the
needs of established human activities [20].

The list could be extended, but nearly all have
in common a certain arbitrariness difficult, in some
cases, to defend. A surprising number ignore the
protracted dry spell concept given in most dic-
tionaries and emphasized by Linsley et al. [28],
and only a few, such as the Glossary of Meteorology
[22] and Blair [5] recognize that drought is a
relative term.

It appears that the press and the general public
use the term in a more consistent way than do
meteorologists, climatologists, hydrologists, and
the other scientists who have done work on the
subject. It is worthy of note that the term does
not ordinarily appear in the public press until an
area has endured an unusual moisture deficiency
for an extended period of time. Those journalists
who use such expressions as ‘““drought of invest-
ment capital” and “man-power drought’” must
assume their share of responsibility for using
“drought” as a synonym for ‘“‘shortage.”

However, most farmers do not call a “dry spell”
a drought until matters begin to become rather
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serious. In spite of the differences which exist,
the people in humid climates seem to mean much
the same thing when they refer to drought as do
the people in a semiarid region; viz, that the
moisture shortage has seriously affected the
established economy of their region. From con-
sideration of the many facets of the problem,
it is possible to formulate a generalized defini-
tion that can be used as a starting point.
Drought is therefore defined here as a prolonged
and abnormal moisture deficiency. This is es-
sentially the definition given by the American
Meteorological Society [22]. At the outset this
definition may appear to be too generalized for
any useful purpose, but examination will show
that it established the guidelines necessary for
further work. Foley [14] presented an excellent
discussion based on a somewhat similar generalized
approach.

This may be regarded as a generalized meteoro-
logical definition rather than a specific biologic
or hydrologic one. In faet, many of the special-
ized aspects and ramifications of drought can be
accommodated by the definition. This general-
ized definition has been chosen deliberately in
order that the phenomenon may be studied in as
objective a manner as possible without first
having arbitrarily defined ‘“prolonged’”, or ‘‘ab-
normal”’ or “moisture deficiency.”

POINTS OF VIEW

Agricultural drought is probably the most
important aspect of drought, but that problem
is far more specialized and complicated than some
investigators seem to realize. A study of agri-
cultural drought immediately leads one into the
realms of soil physics, plant physiclogy, and
agricultural economics. Of all the available
possibilities one must choose a particular one,
thereby limiting the useful results to. particular
crops grown under specified conditions of soil
and cultural practices.

Hydrologic drought, concerned as it is with
reductions in stream flow and in lake and reservoir
levels, depletion of soil moisture, a lowering of
the ground-water table, and the consequent
decrease in ground-water runoff [21], also poses
specialized problems. This is far from being a
purely meteorological problem. It is, in fact,
more of an engineering problem which involves
not only meteorology and hydrology, but geology
and other geophysical sciences as well.



As a matter of fact, both agriculture and hy-
drology are more concerned with the effects of
the moisture shortage than with the purely
meteorological aspects. The onset of the effects
can be immediate or delayed; likewise, recovery
from a recent moisture shortage can be almost
immediate or delayed, depending on the particular
circumstances of the area and activity affected.
For these and other reasons crop yields, pasture
conditions, stream flow, lake levels, and the like
are not particularly satisfactory measures of the
severity of meteorological drought. Probably
the severity is most closely related to some local-
ized economic measure of the disruption of the
established economy. If such a measure exists,
it has not come to the author’s attention. In this
connection it should be mentioned that man-made
drought, a demand, created by economic develop-
ment, for more water than is normally available in
an area, was not considered in this study. How-
ever, the procedures developed here will shed
some light on the problems of such over-developed
regions.

SPECULATIONS CONCERNING THE
DEFINITION

During recent years the U.S. Government has
recognized and provided economic aid to areas
which have endured ‘disaster.” Among the
various things that can create a disaster is drought.
This is not generally considered to be a moisture
deficiency that causes mere inconvenience or
even one that creates mild hardship, but rather a
shortage of water so unusual that it creates de-
struction or ruin, as of life or property [31]. It
is almost impossible for this degree of drought
disaster to develop over a short period of time;
at least two or three months of extremely unusual
weather are required and ordinarily the time is
much greater, say a year or more [18].

This relatively substantial fact concerning
disastrous drought provides & general framework
for speculation concerning the period of time in-
volved in a definition of “prolonged”; it is ap-
parently of the order of months. However, it
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seems reasonable to postulate that a mild drought
could develop in a single month.

It may at first seem that “moisture deficiency”
should be easier to define than ‘“prolonged,” and
in some respects it is. However, more is involved
than a mere rainfall record. An area may wel-
come a period of dry weather if the period im-
mediately preceding was unusually wet. The
dry weather provides an opportunity for getting
rid of an oversupply of water and allows the area
to operate on a more normal basis—a basis which
is ordinarily adjusted to the climatic averages,
having been arrived at by many years of trial
and error. Antecedent conditions must therefore
be taken into account when evaluating the ade-
quacy of rainfall. One indirect method for
accomplishing this is through measurements or
estimates of the amount of available soil moisture
at the beginning of the period of little or no pre-
cipitation. Soil moisture may therefore be re-
garded as an index of antecedent weather condi-
tions. Deficiency, of course, implies a demand
which exceeds supply; however, the ‘“abnormal”
aspect must also be considered.

A thing is abnormal that deviates markedly
from what has been established as some measure
of the middle point between extremes. It is
therefore reasonable to state that a period during
which moisture need exceeds moisture supply by
an unusual amount could be considered as a
period of abnormal moisture deficiency. By this
postulate of abnormality various climates can be
placed on a relatively equal basis insofar as drought
is concerned.

The foregoing discussion may seem to be largely
a matter of semantics; however, it has served to
develop a basis for a somewhat meaningful ap-
proach to the drought problem. A drought period
may now be defined as an interval of time, gen-
erally of the order of months or years in duration,
during which the actual moisture supply at a given
place rather consistently falls short of the climati-
cally expected or climatically appropriate mois-
ture supply. Further, the severity of drought
may be considered as being a function of both the
duration and magnitude of the moisture deficiency.




2. THE PROBLEM AND OBJECTIVES

This paper does not deal with the fundamental
causes of drought. Superficially one can say that
drought periods are associated with periods of
anomalous atmospheric circulation patterns, but
the basic question concerning the physical reasons
for the circulation anomalies remains. As Namias
has pointed out [33] there are those who consider
the circulation changes as self-evolving, while
another school of thought holds that the anoma-
lous states of the general circulation are due to
extraterrestrial causes. Such controversies point
out the necessity for fundamental research. Until
such questions are answered and real understand-
ing achieved, explanations of the cause of drought
as well as attempts at drought prediction will be
premature and inadequate.

Stated in the simplest terms the problem here is
to develop a method for computing the amount of
precipitation that should have occurred in a given
area during a given period of time in order for the
“weather” during the period to have been
normal—normal in the sense that the moisture
supply during the period satisfied the average or
climatically expected percentage of the absolute
moisture requirements during the period. In
other words, the question is how much precipita-
tion should have occurred during a given period to
have kept the water resources of the area com-
mensurate with their established use? After
determining how much precipitation should have
occurred, one can readily compare it with the
amount that actually did occur and thereby have
a measure of the departure of the moisture supply
from the “normal” or climatically appropriate
supply.

Unfortunately, the derivation of moisture ex-

cesses and deficiencies over a number of periods
of time does not solve the problem because the
duration factor must be considered and these
moisture departures do not constitute a series
drawn from a single statistical population [47].
Departures for a series of, say, Mays at a given
place represent a different population from the
September departures at the same place, and the
departures for another month at a different place
represent still another population. In order to
develop a drought index which is relatively in-
dependent of space and time these various de-
partures must be weighted in such a manner that
they can be considered as comparable indices of
moisture anomaly. The problem is to develop a
weighting factor which transforms the wvarious
departures in accordance with their apparent
significance in the weather and climate of the
area being studied. For instance, if in central
Towa during March the actual moisture supply
were one inch less than the expected moisture
supply, the departure would not be of any great
consequence because in their climate the spring-
time precipitation generally exceeds the water
requirements. On the other hand, a similar
shortage in western Kansas in August or Septem-
ber would be very important because in this
climate any abnormal moisture shortage during
the summer months serves to increase the effects
of the normally inadequate supply.

The final part of the problem consists of com-
bining these derived indices of moisture anomaly
into an index of abnormality for extended periods
of drought. At the same time systematic pro-
cedures must be derived for delineating the
abnormal periods.

3. DEVELOPMENTAL DATA USED

In order to develop an index which would
allow space as well as time comparisons of drought
statistics, two climatically dissimilar areas were
chosen for initial study.

The 31 counties comprising the western one-
third of Kansas were formerly grouped by the
Weather Bureau into one climatological division
(now subdivided into three). Therefore the

temperature and precipitation data are available

[13] for the area as a unit on a monthly basis
since January 1887. This region possesses a
semi-arid to dry subhumid climate. The winters
are rather cold and the summers rather hot with
about 13 or 14 in. (70 percent) of the annual
precipitation occurring during the freeze-free
period of about 514 to 6 months [58]. In addition
to the availability of the data, the Kansas area
was chosen because the author is well acquainted




by personal experience with the climate in that
region, and it was expected, or at least hoped,
that his agricultural experience in the western
Great Plains [36] would enable him to make a
better assessment of the implications of moisture
deficiencies in that area. The western one-third
of Kansas is for some purposes too large an area
to be treated as a unit, but for the purposes of
this developmental work that is not a particularly
serious objection.

The other area studied was made up of the 12
counties of the central climatological division of
Iowa. TFor this area as a whole the monthly
temperature and precipitation data were obtained
for the period January 1931 through December
1957, These data probably constitute a more
homogeneous series than do the Kansas data, but
the sparse data coverage in Kansas during the
earlier years is not likely to bias this study to
any appreciable extent. The climate of central
Iowa can be classed as moist subhumid. The
winters are colder than those in western Kansas
and the summers are not as warm. Approxi-
mately 20 in. (65 percent) of the annual precipi-
tation occurs during the freeze-free period of
about 5% to 6 months [57]. While both areas
have a continental climate, that of central Towa
is decidedly more humid as evidenced by the
following facts:

(a) Average precipitation in central Towa ex-
ceeds that of western Kansas by about 10 in.
per year.

(b) Iowa has about 40 percent more days with
measurable precipitation than does the Kansas
area.

(c) The relative humidity in Towa averages
12 to 15 percent higher than it does in Kansas.

(d) Western Kansas is less cloudy than central
Towa; therefore it receives more solar radiation.

(e) Average wind speeds are somewhat greater
in Kansas than in Towa.

The point in emphasizing these differences is
to show that weather which would be considered
normal in western Kansas would be considered
exceptionally dry were it to occur in central
TIowa. Inasmuch as the economy in Jowa is not

geared to such dry weather, considerable loss
and hardship would result; the local people would
most likely consider that they were having a
disastrous drought. On the other hand, a smaller

absolute departure toward aridity would create
a very serious disruption of the economy in western
Kansas because an inch of rain is so much more
important there than it is in Jowa. It is obvious
that the effect of a moisture shortage is relative.
Therefore these two areas were chosen because
their climates are different and the problem is to
fit both into a scheme which will produce locally
meaningful measures of drought.

Some may wonder why areas have been chosen
for study rather than points. Of course point
data could have been used, but for developmental
purposes it was easier to deal with areal averages,
thereby avoiding the extreme variability of point
weather. The objective here is to deal with
drought, which is often prolonged and widespread,
rather than with dry spells which are generally
considered to be of shorter duration and more or
less random in their occurrence at points. Ac-
tually, the method developed has been applied
to point data (see Appendix C), but the results
have more climatological meaning and may be
easier to interpret if they apply to homogeneous
climatological areas rather than to points.

This study is based on periods no shorter than
one month. This is objectionable in that no
account is taken of the distribution of precipita-
tion within the month. Although this produces
errors in the timing of computed moisture de-
ficiencies, it is not likely seriously to bias the
magnitude of the total moisture deficiency during
abnormally dry periods, the item with which this
study is primarily concerned. Shorter periods
have been studied by machine methods and re-
sults seem to justify the preceding statement.
Daily and weekly analyses are discussed in
Appendix C. A very practical reason for using
monthly data was that this is the form in which
the data are most readily available, but more im-
portant is the fact that the use of daily or weekly
data would have increased the amount of work
almost to the point where this project would have
become & career rather than an investigation.

The meteorological data used in this investiga-
tion were the monthly areal averages of temper-
ature and precipitation for each individual month
during the period January 1887 through December
1957 for the western one-third of Kansas and
similar areal averages for central Iowa for the
period January 1931 through December 1957.




The water balance or hydrologic accounting
approach to climatic analysis allows one to com-
pute a reasonably realistic picture of the time
distribution of moisture excesses and deficiencies.
The advantages and disadvantages of various
methods for computing the water balance have
been too often discussed in the literature to re-
quire further detailed discussion here. Only a
few general remarks seem necessary.

It is well known that evaporation is a very
complicated function of the climatic elements;
however, close network observational data are
not available for some of the elements such as
net radiation, vapor pressure deficit, and wind
speeds at appropriate levels. This complication
has led a number of investigators to attempt to
estimate evaporation on the basis of the more
numerous temperature and precipitation data.
One of the foremost among these systems is
that of Thornthwaite [48].

Thornthwaite’s formula has been widely criti-
cized for its empirical nature—but more widely
used. It is obvious that Thornthwaite had long
been aware of the physical factors involved in
the evaporation and transpiration processes [49].
His empirical scheme merely provides a simple
usable approximation to the climatic moisture
demand. In spite of its simplicity and obvious
limitations, no less an authority than Dr. H. L.
Penman regards the Thornthwaite relationship
as doing surprisingly well [39]. A rather com-
plete account of the work of Thornthwaite with
a long list of pertinent references has been pub-
lished [50]. Although this drought study is
based on this method of estimating potential
evapotranspiration, there is no reason why a
different method cannot be substituted as the
basic working tool in a study such as this—if and
when a more useful method is developed. The
fact that a large number of such methods appears
in the literature shows that the problem is not
at all simple and that no solution so far has been
found to be entirely satisfactory.

In this study potential evapotranspiration was
computed from Thornthwaite’s formula by means
of the Palmer-Havens Diagram [37, 38] and used
as a measure of the climatic demand for mois-
ture. In order to carry out a realistic hydrologic
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4. TECHNIQUES USED AND THEIR LIMITATIONS

accounting most investigators have found it neces-
sary to derive “actual” evapotranspiration as a
function of potential evapotranspiration and the
dryness of the soil. There are some difficulties
involved in this question of the availability of
soil moisture. An unresolved argument of con-
siderable proportions is, and has been for many
years, underway among soil physicists, plant
physiologists, and others [69]. If a climatologist
may be permitted an opinion in this matter, it
seems that West and Perkman [71] may have
pointed to the source of the disagreements in their
observations concerning the extent to which the
roots of plants thoroughly permeate soils under
some circumstances but only partially occupy
the soil under other conditions.

As there does not appear to be a universally

_acceptable procedure for dealing with the ques-

tion of the availability of water, rules are required
to convert current ignorance into working prac-
tice. An empirical procedure which Marlatt [29]
tried in 1957 at this author’s suggestion and found
to be fairly satisfactory was adopted here. This
procedure, which was also tried by Kohler [24]
at about the same time or a little earlier, con-
sists of dividing the soil into two arbitrary layers.
The undefined upper layer, called surface soil and
roughly equivalent to the plow layer [52], is as-
sumed to contain 1 in. of available moisture at
field capacity. This is the layer onto which the
rain falls and from which evaporation takes place.
Therefore, in the moisture accounting it is as-
sumed that evapotranspiration takes place at the
potential rate from this surface layer until all the
available moisture in the layer has been removed.
Only then can moisture be removed from the
underlying layer of soil. Likewise, it is assumed
that there is no recharge to the underlying portion
of the root zone until the surface layer has been
brought to field capacity. The available capacity
of the soil in the lower layer depends on the depth
of the effective root zone and on the soil char-
acteristics in the area under study. It is further
assumed that the loss from the underlying layer
depends on initial moisture content as well as on
the computed potential evapotranspiration (PE)
and the available capacity (AWC) of the soil
system. Therefore,




L,=8, or (PE—P), 1)

whichever is smaller and

L,=PE—-P—L L,<S, (2

y S,
Y AWC
where L,=moisture loss from surface layer,

S.,=available moisture stored in surface
layer at start of month,
PE=potential evapotranspiration for the
month,
P=precipitation for the month,
L,=loss from underlying levels,
S, =available moisture stored in underlying
levels at start of month, and
AWC=combined available capacity of both
levels.

Further, it is assumed that no runoff occurs
until both layers reach field capacity. This is,
of course, not an entirely satisfactory assumption,
as Kohler [24] has pointed out, and this point is
further discussed below.

As previously stated, the maximum water re-
quirements of a region are here estimated by
Thornthwaite’s potential evapotranspiration term.
How realistic is this computed value? PE is an
empirically derived quantity which, from the
Seabrook data [10] and other sources [9], is esti-
mated to be in error by as much as 100 percent
or more on occasional individual days and to show
an average daily absolute error of approximately
35 percent. However, as one increases the period
of time considered, the average percent absolute
error decreases to approximately 10 to 15 percent
for periods of about 2 weeks or longer. This
suggests that for the climatological analysis of
monthly moisture requirements, the computed
PE is not seriously in error in climates of the type
being used in this investigation.

The PE concept is, by implication, applicable
only during periods when vegetation is growing
actively. This suggests that during the colder
months PE may not be a particularly good
measure of the moisture needs of an area. Con-
sidering the fact that in most temperate regions
precipitation normally exceeds PE during these
colder months, the question of moisture require-
ments becomes a problem concerning expected
additions to rather than depletions of the moisture
storage within a region. These additions may be

viewed as additions to the soil moisture reserve or
as the buildup of lake, reservoir, and ground

water storage. In these instances PE values are
relatively meaningless, and one could reasonably
take the view that the moisture requirement
during such periods is related to some factor which
we can call ‘“potential recharge.” Just as poten-
tial evapotranspiration measures the amount of
moisture that could be used provided the supply
were not limited, potential recharge would measure
the amount of moisture that could be added pro-
vided it rained enough. The way in which this
potential recharge concept has been used in this
study is discussed in the following section.

By this time it is probably fairly obvious to
the reader that the supply and demand concept
of the economist is being used here; and, though
reasoning by analogy is often misleading, this
moisture problem bears certain similarities to the
supply and demand problems of a manufacturing
establishment. During periods of peak demand,
production may be exceeded by demand and
previously created inventories are relied upon to
meet this demand; whether or not the demand is
completely met does not, theoretically, decrease
it. During periods of minimum demand, pro-
duction requirements are those necessary to create
suitable inventories.

In the case of the moisture problem the supply
side of the picture is represented by the moisture
supplied directly by precipitation during the
period plus the amount of previously stored mois-
ture which is withdrawn to help meet the demand
of the period. Inasmuch as the lake, reservoir,
and ground water withdrawal cannot be so readily
estimated, the degree to which the moisture
supply is augmented by previously stored moisture
is herein represented by estimates of the amount
of the depletion of the available soil moisture.
This procedure was used only because it is a con-
venient method for conwerting weather info specific
numbers of inches of water demand and use.

Depletions of soil moisture must be based on
evapotranspiration (E£7) estimates. In addition
to the problems mentioned previously, estimates
of ET require that one use a realistic value for
the available water capacity (AWO) of the soils
in the area under consideration. The AW varies
markedly from soil to soil; however, it is probably
no more variable than is microclimate and for
the purposes of this study of meteorological
drought AWC can be taken as a value which is
more or less representative of the area in general.
For studies of agricultural drought specifically,
AWC must be known [19], or the problem must
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be solved for a wide range of capacities as was
done by van Bavel and Verlinden [68]. A con-
siderable amount of work has been done on the
problem of moisture availability in soils, and a
résumé of much of this work on soil water and
plant growth has been published [41]. There is,
however, a dearth of readily available information
on even the approximate available water capac-
ities of various soils.

The soils in question in western Kansas are
predominantly of Colby series [4] and possess
rather good infiltration, retention, and moisture
release characteristics. An AWC of 6 in. was
assumed for this study (1 in. in the surface layer
and 5 in. in the lower layers). It is likely that
6 in. is too small a value; however, some experi-
menting with the use of a 4-in. AWC and an 8-in.
AWC indicated that all three values would give
substantially the same results in this particular
study because precipitation in this area is or-
dinarily insufficient to provide more than 3 or
4 in. of stored moisture.

Central Iowa consists of a level to gently rolling
area of dark and generally permeable soils which
are quite productive. Much of the area is covered
by deep soils of the Webster, Clarion, or Musca-
tine series. Though the Webster soils are rather
poorly drained, all the soils are capable of holding
fairly large amounts of available water {40]. In
this study an available water capacity of 10 in.
was assumed for the probable root zone in this
region, with 1 in. assigned to the surface layer and
9in. to the lower layers. Obviously, not all points
in the region possess soils having an AW of ex-
actly 10 in., but this seems to be a reasonable
figure to use for the area as a whole.

Another difficulty encountered in making esti-
mates of evapotranspiration involves runoff which
of course varies a great deal from place to place
and depends on soil, topography, and many other
factors [25]. It would be possible to incorporate

into this type of study some systematic procedure
for handling runoff in a more realistic manner
than has been done here. Such a complication
has, in fact, been adapted for machine data proc-
essing [12]. Perhaps, in time, runoff can be com-
puted as a function of deficiency and precipitation,
somewhat along the lines suggested by Kohler
and Richards [26]. However, herein it has been
assumed that runoff occurred whenever precipita-
tion fell and the full amount of available water
was already stored in the soil. In the western
Kansas area this procedure produced an average
annual computed runoff of 0.29 in. which is about
1.5 percent of the average annual precipitation.
This figure agrees rather well with the Geological
Survey estimate [27]. In central lowa, on the
other hand, the computed average annual runoff
was 5.58 in. which is approximately 1 in. larger
than the Geological Survey estimate for this
region [27]. This does not appear to be a par-
ticularly serious departure from reality, the dis-
crepancy being only a few days of moisture supply
at midsummer use rates. If this were specifically
an irrigation study, an error of this size would be
too large to tolerate; but for the type of climato-
logical analysis involved here the amount of pre-
cipitation which is assigned as runoff appears to
be reasonably correct. The most serious objec-
tion is that the runoff is not always allowed to
occur at the proper time. These timing errors
probably produce some bias in the analysis. It
seems likely that in the two climates studied here
the moisture situation sometimes appears slightly
more favorable than it really was, particularly in
summer. Remember too that this study deals
with areas rather than points and inasmuch as
precipitation at excessive rates seldom covers
large areas [45], the climatological analysis is
probably not affected as seriously as one might
first suppose.




5. PROCEDURE AND DISCUSSION

In brief, the procedure, which is described in
some detail in subsequent sections, consists of
the following steps:

1. Carry out a hydrologic accounting by months
for a long series of years.

2. Summarize the results to obtain certain
constants or coeflicients which are dependent on
the climate of the area being analyzed.

3. Reanalyze the series using the derived
coeflicients to determine the amount of moisture

required for ‘“normal” weather during each
month.

4. Convert the departures to indices of moisture
anomaly.

5. Analyze the index series to develop:
a. Criteria for determining the beginning
and ending of drought periods.
b. A formula for determining drought
severity.

HYDROLOGIC ACCOUNTING

The hydrologic accounting procedure is illus-
trated by the central Iowa data for the years
1933-35 in table 1. The previous year, 1932, was
relatively wet in central Towa and both layers of
the soil were computed to have been at field
capacity at the end of December 1932. This
condition persisted until April 1933 when PE
exceeded the precipitation (P) by 0.47 in. Column
5 shows that this 0.47 in. was withdrawn from
the surface layer (in accordance with equation (1)),
thereby reducing the surface layer storage to 0.53
in. by the end of April as shown in column 7.
The loss from the underlying soil was zero (col. 6)
and the storage in the underlying soil remained
unchanged from the previous month (col. 8).
Note also that the total loss, L, from both soil
layers is carried in column 13. There was, of

course, no net recharge and no runoff so columns
11 and 15 show zero for this month. The 0.47 in.,
withdrawn from the surface layer at the potential
rate, is added to the precipitation to give a com-
puted evapotranspiration of 1.63 in. (col. 14).
Column 9 shows that the available water in both

soil layers was reduced to 9.53 in. by the end of
April.

May was rather wet and precipitation exceeded
PE by 2.04 in. Only 0.47 in. was required to
return the soil to field capacity and the remainder,
1.57 in., was assigned as runoff (col. 15). The
0.47 in. appears as a positive change in storage
in the surface layer (col. 5) and since no change
occurred in the underlying soils, total recharge
in column 11 is also 0.47 in.

June was dry and hot and PE exceeded the
rainfall by 5.34 in. After the inch of available
moisture in the surface layer was used at the po-
tential rate, the weather still “demanded” 4.34
in. from the soil. By equation (2) the loss from
the lower portion of the soil was computed as
3.91 in. (col. 6), thereby reducing the available
soil moisture to 5.09 in. (col. 9) all of which was in
the lower layer (col. 8). The computed evapo-
transpiration (P4 L) during June (5.94 in. in
col. 14) was not far short of the PFE for the month,
but it was obtained largely at the expense of the
previously stored soil moisture; column 13 shows
4.91 in. of water lost from the soil during June.
The remainder of the table further illustrates this
two-level moisture accounting method.

POTENTIAL VALUES

There are some items in table 1 which, although
not used directly in the water balance computa-
tions, have been tabulated as part of the account-
ing procedure because they will be needed later.
The potential recharge (PR col. 10) is such an
item. Potential recharge can be considered as a
measure somewhat similar to potential evapo-
transpiration, similar in that it measures some
supposedly maximum condition that could exist.
Just as the difference between evapotranspiration
and potential evapotranspiration measures one
aspect of the moisture deficiency during a period,
the difference between recharge and potential
recharge is related to another aspect of the mois-
ture deficiency. Potential recharge is defined as
the amount of moisture required to bring the soil
to field capacity.




TasLe 1.—Hydrologic accounting for central Towa. Available water capacity=1.00 inch in surface layer and 9.00 inches
in underlying levels

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15
Year T P | PE | A8 | AS. | & 8 @ 8 PR | R | PL| L | ET | RO
°F) (at end of month)
3231 09| o001| 0 0 rool 900| 1000 0 0 0.01] o 0.01| 0.8
226 .21 0 0 0 Loo| 900 10000| o 0 0 0 0 “21
36.3 3.22 31 0 [} 1.00 9.00 10. 00 0 0 .31 0 .31 2,91
85 16| 16| —ar| o 53| 900 9.53| 0 0 L57| .41 1e3| 0
60.6 | 5.60| 3.5 | 47| 0 100, 9.00| 10.00| .47 .47] 3.26| o 356 | 157
77.8 | 103 6387 -1.00|-391| o 509| 500| 0 0 58| 491| 58| 0O
76.3| 857| 62| 0 |-13]| o 374 374 491! 0 317 | uss| 49| o
70.3| 18| 48| 0 |-L1L| 0 263 2.63] 6261 0 81| ruf 29| o
9.7 | 357 418| 0 —16| o 24711 2.47| 737 0 vl .| sm| o
4981 To5| 15 431 0 43| 247| 200! 753 43| | o Lez| o
37.9 26| 34| —08| 0 85| 247| 282 70| o 3 | ml o
29| 8| 0 65 24| 100| 271 37| 718 89| o 0 0 0
January.. ... ... 2.1 L3¢| 0 0 13| noo| 405, 05| 620| 134| o 0 0 0
21| s 0 0 59 Loo| 46s| 64| 4v5| 59| 0 0 0 0
34| vTot| .o9| o 92| 1o0| 55| 656 43| .e2| .00] 0 09 o
6.1 .61} 18| —100| —12| o 544 | b.44| 344 0 46| L12] 17| o
70.0] 76 508| 0 |-233| o 31| 311] 45| 0 276| 23] 8.09] 0
w4l 20| 63| o |-13| o 174 | u7a| 6s9| o 2.03] 137] 347| 0
79.3] 468 68| 0 —38| 0 T38| 13| 82| o r| 36| so04| o
72.9 2.83 5.25 0 -3 0 1.04 1.04 8. 62 0 .72 .34 3.17 0
61.1 5.59 3.02 1.00 1.57 1.00 2.61 3.61 8.96 2.57 .31 0 3.02 0
8.5 115| 226 |-Loo| —o03| o 258 | 258| 639 0 33| Los| 21| o
November . . 47| b51s| 60| Loo| 8s5| 1o0) 613| 713| 742| 4as5| 15| o 0| 0
December ... ... 20| .34 0 0 34| Loo| e47| Ta7| 2s7| 3| 0 0 0 0
2.6 L] 0 0 153 100] 800| 900| 253 15| 0 0 0 0
%5 14| 0 0 100 Too] 900| 10000 00| Loo| o 0 0 .44
3990| 1461 .e2| 0 0 00| 9.00| 10.00] 0 0 62| o .62 R
46.4| To2a! 130 —15| 0 85| 900] 9.8 0 0 35| 15| 1| o
58| 413 27| 15| 0 voo| 9o00| woo| .15 15| 28| o 270 | 198
65.4 | 865| 4270 0 0 oo | 9o00| mwoof o 0 394 o0 427| 438
786 | 4.43| 686 | —1.00| ~L11| 0 7.80 | 7.8 | 0 0 6.09| 211| 65| 0
72.9| 1.64( 525 —2:85 | 0 504 [ 504 211] o 414 | 285| 449| 0
645 | 3.8 | 3.6 23] 0 3| 504l sa7| Loe| a3l 1ma| o 3.46| 0
50.7 3.55 1. 60 57 1.38 1.00 6. 42 7.42 4.53 1.95 1.02 Q 1. 60 0
339 28| .07| 0 2,58 | 100 900| 10000 28| 25| .07| o .07 .24
206 13l o 0 0 Ltoo| e.00| 10000| 0 0 0 0 0 131
NorE: Values in columns 3-15 are inches of water.
PR=AWC-§, (3)  fore the fact that none occurred is not surprising

where S’ is the amount of available moisture in
both layers of the soil at the beginning of the
month.

Potential loss (PL col. 12) expresses another
measure of a maximum condition that could
exist. It 1is defined as the amountof moisture that
could be lost from the soil provided the precipita-
tion during the period were zero. It is assumed
that PE for the period and the initial soil meisture
conditions were as “observed.”

PL=PL,+-PL,, 4)

where PL,=PE or S,, whichever is smaller, and
PL,=(PE—PL,) S,/AWC.

Potential loss allows one to evolve some measure
of a condition such as existed during June 1933 in
Iowa. Under the initial condition for that month
(see table 1) one would expect no recharge; there-
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and cannot be used as a measure of the unusual
dryness of the month. ET as computed was 93
percent of PE, so this small shortage does not
adequately express the dry condition. The un-
usual thing was that nearly 50 percent of the
available moisture was removed from the soil
during a single month. When we compare this
loss with the potential loss, it is seen that it
represents about 84 percent of potential. This
is an unusually large percentage, much larger than
would normally be expected to occur in central
Iowa in June. As will be shown later the actual
loss in Iowa during June averages only 17 percent
of the potential loss.

In hydrologic accounting one cannot neglect
runoff because under some conditions it is the
most important thing that is taking place. Hav-
ing evolved measures of potential recharge and
potential loss as well as potential evapotranspira-




tion, there is also a need for some measure of
potential runoff, PRO.

Consider the case of April 1935 in table 1.
Note that at the beginning of April the soil was
at field capacity; therefore the potential recharge
is zero. The month was somewhat cooler than
normal and PE was only 1.39 in. Inasmuch as
the 27-yr. mean April rainfall is 2.58 in., it is
apparent that one could reasonably expect some
runoff to have occurred during that month, even
if the rainfall were a good deal below average.
It turns out that E7T=PE, R—=PR, and the loss
from the soil was only 0.15 in., 11 percent of PL;
the runoff was zero. Agriculturally speaking,
there was no moisture shortage, but the fact
remains that the month was a good deal drier than
normal. This unusual dryness shows up in the
stream-flow data. The Des Moines river, which
drains the western part of the central division of
Iowa, averaged 2.4 ft. below its long-term mean
stage [59]. If this scheme is to measure the mois-
ture abnormalities of the weather, it must take
account of the fact that in situations such as this
one the runoff was not as large as one might have
expected. Having a measure of potential runoff
makes it possible to handle this part of the mois-
ture situation in a manner similar to that used
for the other aspects.

Developing this turned out to be more difficult
than expected. Actually, of course, the maximum
runoff that could oceur in a given situation (as-
suming PE=0 and following the accounting rules
which are being used) would be equal to the
precipitation minus the amount that could be
added to the soil. It turns out that this measure
cannot be used in this particular study because the
approach being used requires that the actual
precipitation should not be introduced at this
stage of the development. After experimenting
with at least a dozen measures and estimates of
potential runoff, the following simple reasoning
was used.

At the outset one can reasonably assume that
runoff is most likely to be small when potential
recharge is large and to be large when the soil
is already at field capacity and recharge can,
therefore, be only zero. Returning to equation
(3), it is obvious that potential recharge is largest
when S’ is smallest and vice versa. For want of
a more satisfying relationship one can assume that
potential runoff is some function of the amount
of soil moisture available and simply write,

757-251—65——3

PRO=AW(C—PR=S8' (5)

This assigns “potential precipitation” as being
equal to AWC. While this is not a particularly
elegant way of handling this problem, it seemed
to be the best that could be done at the time. It
has worked out better than expected.!

The water balance computations were carried
out for 27 years of central Iowa data and for 71
years of western Kansas data. The monthly
means of the various important items for both
areas are shown in table 2. Note that when one
processes the data in this manner, one derives a
value of average soil moisture recharge as well
as a value for average soil moisture loss for most
months. For example, in western Kansas many
Aprils show a gain in soil moisture and the 71-yr.
average gain is 0.55 in. On the other hand
many Aprils show a loss for the month and the
71-yr. average loss i1s 0.26 in. The values of
potential evapotranspiration tabulated in table 2
are the averages of all the individual values.
This is the reason they do not exactly correspond
to the average temperature values.

COEFFICIENT OF
EVAPOTRANSPIRATION, «

In humid climates,> evapotranspiration is
usually nearly equal to potential evapotrans-
piration; but in rather dry climates the usual con-
dition is for the evapotranspiration to fall a good
deal short of the potential. This fact can be
used to estimate the amount of ET that one can
normally expect in any particular climate; i.e.,
in terms of the PE for that climate. For example,
consider June in Kansas in table 2. The average
PE is 5.20 in. and the average ET is 3.69 in.;
therefore, the average E7 is about 71 percent of
average PE in western Kansas in June. This
0.71 is here called the coefficient of evapotrans-
piration, «

a=ET/PE. (6)
Similarly, « for June in central Iowa is about

1 At the time of this writing so much machine work has been based on
‘‘potential precipitation’”’ =AWC, that it would be difficult to justify a change
in equation (5). However, if the job were to be done over, it now appears
that the computed potentlal runoff would generally be closer to reality if
one assigned some rather large constant value to “potential precipitation.”
For example, one might assume that “potential precipitation’ for a month
is equal to 3 times the normal precipitation for the month. If this were
done, equation (5) would become PRO=3P—~ PR,

2 “Climate”” as used here refers to time as well as place. Each month has
a climatic average; so central Iowa has 12 climates.
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TaBLE 2.—Long-term means

] T(°F.) ‘ ET l PE l R s PR RO L s Sy PL \ P
‘Western Kansas: 1887-1957, 71 years

AWC,=1.00 in., AWCy=5.00 in.
January_ ... oeoooee__oo 29.8 0.04 0.05 0.34 1.33 4,67 T 0,02 0.61 0.73 0.04 0.37
February. 33.3 .13 14 .61 1.65 4,35 T .03 .76 .89 .13 .62
March._ 41.6 .62 .64 .44 2.12 3.88 0.07 .21 .87 1.25 .58 .92
April. 52.9 1.62 1.76 .55 2.35 3. 65 08 .26 70 1.65 .97 1.99
May__ 62.3 2,90 3.38 38 2.64 3.36 07 .53 59 2.05 1.46 2.83
June.. 72.6 3.69 5.20 09 2.52 3.48 06 .86 40 2.12 1.97 2.99
July._.. 78.4 3.61 6.37 03 1.75 4.25 [ .85 13 1.62 1,65 2,79
August_____ - 76.9 2.89 5,69 .02 .93 5.07 0 .44 03 .90 84 2,47
September____________________ 68.4 1.80 3.67 .01 .50 5. 50 0 .15 .03 47 29 1.65
October_...____.______________ 55.8 1.04 1.88 .25 .35 5.65 0 .04 .01 35 11 1.25
November.__ 41.6 .34 .52 .35 .56 5.44 01 .03 .13 43 .10 .68
December. ... ... 32.2 .08 .09 .46 .89 5.11 0 .02 .34 55 05 .52
D J 18.76 29. 39 3043 ||l .29 b 2 S RN PRI P, 19, 08

Central Towa: 1931-57, 27 years

AWC,=1.00 in., AW C,=9.00 in.
January. ..o oo ... 20.5 0 0 0.58 7.49 2.51 0.58 0 0.98 6. 51 0 1.16
February.. . ... __ 24.5 .02 .02 .49 8,07 1,93 .54 0 1,00 7.07 02 1.04
Mareh ..ol 34.6 .26 .26 .45 8. 56 1.44 1.33 0 1,00 7.56 .26 2.04
April _______________________ 49.1 L7 1.72 .28 9.01 .99 .83 .23 1.00 8,01 1.57 2,58
MaY.e oo e e 60. 5 3.49 3.59 .26 9.05 .95 .90 .57 .79 8.26 3.10 4.09
June.__ L. 70.4 4.89 5.19 .09 8.75 1.25 .78 .7 .65 8.10 4.24 5.06
July. . 75.4 5.56 6.13 0 8.13 1.87 0 2,12 .56 7.57 4,67 3.44
Avgust__ ... ___________ 72.8 4.40 5.26 .41 6. 04 3.96 .02 1.07 .05 5.99 3.13 3.75
September_____________.______ 64.8 3.08 3.52 .74 5.37 4,63 0 .59 .18 5.19 1.81 3.23
October.__. ... _____._._..__ 53.7 1.78 1.97 .45 5.53 4,47 .13 .27 .34 5.19 1,13 2,09
November_.________________.__ 36.9 .30 .30 1.36 5.71 4.29 .23 .02 .44 5.27 .21 1.87
December.._.___._____________ 24.8 0 0 .73 7.04 2,96 .42 0 .84 6.20 0 1,15
DN 25.49 27.96 5.84 i |ameiinees 5.76 5. 58 31, 50

0.94. These coefficients have been computed ® be compared with the ET as computed in the

for each month in both regions and are shown in  original hydrologic accounting and thereby one

column 2 of table 3.2 gains some measure of the abnormality of this
These coefficients in themselves do a fairly  particular aspect of the moisture situation. For

good job of measuring the agricultural climate.

For example, the fact that ET averages only a TaBLE 3.—Climatic coefficients and constants

little over omne-half of PE in July in western ) 3 s B X ; ,
Kansas ties in with the fact that this is a very un-
satisfactory region for corn production. However, o 8 v 5 k K
in this study these coefficients are used to estimate WESTBEN KANSAS
the amount of ET that would be normal for a
particular place after having taken account of the 0.9466 | 0.0722 | 0.0023 | 0.4694 | 0.99 | 2.58
. . 9754 | 1166 | .0020 | .2200 | 1.00 | 2.20
moisture demand (PE) during that month. In 9679 | 11136 | .0317 | .3730 | .96 | 184
.p . . 9218 | .1499 | .0350 | .2688 | 1oz | 154
other words, if in western Kansas a particular 881 | 1155 | .0266 | .3613 | 112 | 1.38
;7099 | 0268 | (0251 | 4332 | 1.38 | 128
June was much warmer than normal, say PE=6.00 3600 | 0071 | 0 1| 176 | 138
; . : . 96 | 1.66
in., then ET would have to be 0.71 X6 or 4.26 in. 89 | 10009 | 0 gz | zo | oL
. . . . 351! .65 1.82
in order that ET should bear its normal relation 606 | jgerz | 0195 | [3ags | 123 | 204
. . . . 090 . 4055 1.01 2.26
to the climatic demand for moisture. This
derived evapotranspiration, 4.26 in. in this case,
will be called the “CAFEC” (Climatically Ap-
. .. N 0 0.5 | 1.55
propriate For Existing Conditions) evapotran- S| s | e
. . . . . . .35 1.41
spiration. This derived evapotranspiration can eI 1
. 1835 .83 .97
677 | le2 | lod
¢ The coefficients were computed from long-term sums rather than from . 4535 1.10 1.28
long-term means which accounts for the slight discrepancies noted when one gg}lz i }g 1 gﬁ
tries to compute table 3 from table 2. The coefficients in table 3 are shown to J2420 | 102 1.28
four decimals to avoid cumulative rounding errors insubsequent caleulations. . 1150 .88 1.16
1When ET and PE both equal zero, consider a=1.0; «=0 only when ET =0 0 -63 | Ls2

and PE>0.
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example, PE in Towa in June 1934 (see table 1)
was 6.53 in. Using «=0.9425, from table 3, the
CAFEC evapotranspiration is 6.15 in. Note,
however, that because of the initial dryness of the
soil and the shortage of rainfall during June, the
computed KT was only 3.47 in. The difference,
2.68 in., measures the amount by which the mois-
ture supply failed to provide the amount of ET
that, from climatic considerations, one might
reasonably expect in central Towa during such a
warm June.

COEFFICIENT OF RECHARGE, 3

In many places soil moisture recharge is a
seasonal affair. Table 2 shows that the main re-
charge period in central Iowa is November through
March. During this period PE is very small, and
the moisture need is a need for rebuilding the
moisture supply that was depleted by the weather
of the past summer. Just as ET cannot exceed
PE, the recharge R cannot exceed the potential
recharge PR and is ordinarily a good deal less than
the potential except in climates that are humid
to superhumid and in areas with small water
storage capability.

The ratio of the average recharge to the average
potential recharge is called the coefficient of
recharge, g

8=R/PR. (7

The monthly values of 8 are shown in table 3.
They range from at or near zero during the mois-
ture-depletion seasons of the year to as high as
32 percent during some months of the moisture-
recharge season in Iowa. These coefficients,
when used in conjunction with the potential re-
charge for a particular month, enable one to esti-
mate the CAFEC recharge, i.e., the recharge that
would have been climatically appropriate for the
conditions of the time and place being examined.
For example, PR in Iowa at the beginning of
June 1934 (see table 1) was 6.89 in. The coeffi-
cient of recharge during June in Iowa is 0.0709.
CAFEC recharge is therefore 6.89X0.0709=0.49
in. This is to say that the addition of 0.49 in. of
moisture to the soil during June 1934 would have
been climatically appropriate in view of the initial
dryness of the soil. Actually, the computed re-
charge was zero, so the 0.49 in. represents an
abnormal deficit of soil moisture recharge.

In the preceding section on the coefficient of

evapotranspiration it was shown that the ex-
pected evapotranspiration for June 1934 in
central Jowa was 6.15 in. To this we can add the
0.49 in. of expected recharge and show, so far, a
need for 6.64 in. of moisture. This is not a
“maximum moisture need” measurement; it
might better be called a ‘“customary or estab-
lished moisture use’” estimate.’

COEFFICIENT OF RUNOFF, v

As pointed out earlier, potential runoff is related
to the initial amount of available water in the
soil and for simplicity has been set equal to it as
shown in equation (5). The coefficient of runoff
¥ can be obtained in the same manner as were
previously discussed coefficients.

v=RO/PRO=RO0/S’. (8)

The monthly values of v for both central Iowa
and western Kansas are shown in column 4 of
table 3.

Returning to the trusty example of June 1934
in central Iowa, the CAFEC runoff can be calcu-
lated by multiplying 0.0897, the June value of v
from table 3, by 3.11, the amount of moisture in
the soil at the end of May 1934 (see table 1).
This gives 0.28 in. for the CAFEC runoff for this
particular month.

Adding this to the CAFEC evapotranspiration
and the CAFEC recharge for this month, we have
6.15+0.28-4-0.49=6.92 in. This represents the
amount of moisture that was needed in order to
maintain the water resources of the area at a
“normal” level. However, this does not represent
the amount of precipitation that was “needed”,
because there was at the beginning of June some
moisture in the soil which could be expected to
supply a part of the evapotranspiration, if neces-
sary. The computation of the ‘‘expected’”’ loss
from the soil is discussed in the following section.

COEFFICIENT OF LOSS, &

Following the same reasoning used previously,
the Coefficient of Loss 8 can be determined:

$=L/PL. 9
The monthly values of é are shown in table 3.

51t is unfortunate that these rather odd expressions need be introduced,
but we are not well-equipped verbally for the tesk of dealing with some of
these concepts.
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Note that during summer in Kansas the average
computed moisture loss from the soil is approxi-
mately 50 percent of the average potential loss.
Although the coefficients are larger in western
Kansas than they are in central lowa, the poten-
tial loss averages a good deal larger in Towa (see
table 2); therefore, the expected withdrawal of
soil moisture is smaller in Kansas—as one would
expect.

The example of June 1934 in Iowa can now be

completed. The CAFEC loss from the soil=6
XPL=0.1677%2.03=0.34 in. This can be sub-
tracted from the previously computed 6.92 in. of
moisture needed thereby giving 6.58in. of CAFEC
precipitation. This is the amount of precipita-
tion that would have maintained the water re-
sources of the area at a level appropriate for the
established economic activity of the area.

A
CAFEC PRECIPITATION, P

Summarizing, we have, for any individual
month the CAFEC quantities (denoted by a
circumflex) for evapotranspiration, recharge, run-
off, loss, and precipitation:

AN
fr—oPE (10)
R—BPR (11)
N\
£0=yPRO (12)
L—sPL (13)
A /\ AN A -
—ET+R+EO—L. (14)

Because of the manner in which each of these
components of the CAFEC precipitatiop is com-
puted, each has a mean value equal to the mean
value of its counterpart as given in table 2. This
is true because,

Z(ET)
El=aPE~="—— PE,
> (PE)
and
n A Z(ET)
S ED=" 2<PE3.
i=1 Z

Therefore

n

P fl)— 2 (ET)

i=

3

|

This is to say, for example, that the 71-yr. mean
value of the CAFEC evapotranspiration for July
in western Kansas is 3.61 in., the same as the 71-yr.
mean value of the evapotranspiration as deter-
mined from the original hydrologic accounting.
The same reasoning holds for the other com-
ponents of the CAFEC precipitation. (Of course,
the CAFEC value and the “actual” value seldom
agree in a particular month.)

From this it follows that the long-term mean of
the CAFEC precipitation is equal to the long-term
mean of the actual precipitation. This simply means
that the average departure of the actual precipita-
tion from the CAFEC precipitation is zero and no
bias has been introduced. The departures in indi-
vidual months therefore represent departures from
the average moisture climate of the area being
considered. These departures are correlated with,
but are by no means identical to, the monthly
departures of the precipitation from its long-
term mean; in fact, on occasion the two departures
may be of opposite sign. In the case of June 1934
in Towa, the actual precipitation, 2.10 in., departed
from the CAFEC precipitation, 6.58 in., by —4.48
in., while the departure of the actual from its
long-term mean was only —2.96 in.  As one would
expect from considerations of the antecedent
weather, and as was actually the case, the mois-
ture situation during June 1934 in central Iowa
was a good deal more serious than is represented
by the —2.96 in. departure from long-term mean
precipitation. As a matter of fact, the Ilowa
Weekly Weather and Crop Bulletin of July 3, 1934,
carried such remarks as: . . . more wells failing
and water being bought and hauled from long

distances . . .”’, ““. . . pastures burned up . . .”
and “. . . livestock fast going down in flesh . . .”
[61].

It should be pointed out that on rare occasions

P turns out to be negative. This occurs only
when the weather has been very wet during a
season which is normally quite dry. Negative
values are interpreted as indicating that the past
weather has been so unusually wet that the area
will remain abnormally wet for another month
even though no precipitation at all occurs during
the month. Although the idea of “negative pre-



cipitation” is a bit disconcerting, the few instances

. . A .

in which P has been negative have produced
reasonable appearing results without introducing
any difficulties.

PRECIPITATION EXCESSES AND
DEFICIENCIES

When the entire series of data had been re-
worked and the CAFEC precipitation had been
computed for each individual month, the difference
between the actual precipitation and the CAFEC
precipitation for each month,

A

d=P—P, (15)
provided what appear to be meaningful measures
of the departure of the moisture aspect of the
weather from normal. Table 4 shows an example
of the computations for a selected period from the
western Kansas record. This period contains

the “infamous’ year of 1934 when drought forced
many of the inhabitants to leave or face starva-
tion. This extremely long period of drought (July
1932 through October 1940) was characterized by
unusually warm weather as well as exceptionally
dry weather. July 1934 was the most extreme
month. The CAFEC precipitation for this month
(col. 10) was computed by equations (10) through
(14) as follows:

A
P =(.5660X7.90)+ (.0071 X 5.86) + (0 0.14)
—(.5151X0.14) =4.44 in.

This unusually large value is a consequence of
the extremely hot weather coupled with the initial
dryness created by the hot dry weather which
preceded July. Ordinarily almost 25 percent of
the evapotranspiration during July comes from
previously stored soil moisture, but in this case
there was hardly any soil moisture; therefore,

TaBLE 4.—Climatic analysis of moisture departures in western Kansas

1 2 3 4 5 6 8 9 10 11 12 13 14
PE PR PRO PL «PE | BPR A $PL P P a p z
ET+ R+ RO— L= ™) (P—P) @k @K)

4,80 4.67 1.33 1.06 3.41 0.12 0.03 0. 46 3.10 5. 56 2.46 3.39 3.15

7.04 3.91 2.09 2.09 3.98 .03 0 1.08 2.93 1.78 —1.15 —2.02 —~1.59

5.97 5. 66 34 34 3.03 .02 0 .18 2.87 1.53 —1.34 -2.63 —2.22

3.41 5.93 07 04 1.67 .01 0 .02 1. 66 1.28 —. 38 —.78 —.71

October..__________ 1.63 5. 95 .05 .01 .90 .26 0 0 1.16 62 —. 54 —.89 —.98

November..____.._ .53 5.97 .03 0 .35 .39 0 0 .74 .10 —. 64 —.79 —1.31

December..________ 0 5.97 .03 0 0 .54 0 0 54 .24 —-. 30 -. 30 -

1933

.21 5.73 .27 .21 .20 .41 0 .10 .51 .02 —.49 —.49 —1.26

0 5.92 .08 0 0 .69 [ 0 .69 .18 —. 51 —.51 ~1.12

.94 5.74 .26 .23 .91 .65 .01 .09 1.48 .58 —. 9 —.86 ~1.66

1.72 5.97 .03 .01 1.58 .90 0 0 2.48 2.17 —. 31 —.32 —.48

3.36 5. 62 .48 .46 2.88 .64 .01 .17 3.36 3.48 12 .13 W17

6. 50 5.40 .60 .60 4,61 .14 .01 .26 4.50 .88 —3.62 —5.00 —4.63

6.91 5.99 01 .01 3.91 .04 0 0 3.95 1.84 —2.11 -3.71 —2.91

5,41 5.99 .01 .01 2. 74 .02 0 .01 2,75 4.91 2.16 4.23 3.59

4.30 5.99 .01 .01 2.11 .01 Q .01 2.11 1.33 —. 78 —1.59 —1.46

October____.___..__ 2.03 5.99 .01 0 1.12 .26 0 0 1.38 .80 —. 88 -1.45 —1.60

November._.______ .78 5. 99 .01 0 .51 .39 0 0 .90 97 .07 09 14

December___.______ .40 5.80 .20 .19 37 52 0 .08 81 1.04 .23 23 52
1934

January .. .___.._- .21 5.16 .84 .21 .20 .37 0 10 47 11 —.36 —.36 -, 93

February____.....__ .18 5. 26 .74 .18 .18 .61 0 04 75 1. 36 61 .61 1.34

Mareh_______.______ .82 4.08 1.92 .82 .79 .46 .06 31 1.00 .85 —.45 —.43 -.83

April . ______ 2.15 4,35 1.65 .95 1,98 .65 .28 06 2.43 .39 —2.04 —2.10 -3.14

MaY oo 4. 60 5.23 .77 .59 3.95 .60 .02 21 4. 36 1.24 —3.12 —3.49 —4.31

June..__ R 6.16 5.67 .33 .33 4,37 .15 .01 14 4.39 2.39 —2.00 —2.76 —2. 56

July___. . 7.90 5.86 .14 .14 4,47 .04 0 07 4.44 .74 —3.70 —86. 51 —5.11

August__.__ [ 6. 54 5. 99 .01 .01 3.32 .02 0 01 3.33 1.44 —1.89 —3.70 —3.14

September._ em 2.80 5.99 .01 .01 1.37 .01 0 0 1.38 1.45 .07 .14 .13

October_._.________ 2.42 5.99 .01 0 1.34 .26 0 ¢ 1. 60 . 66 —. %4 —-1.55 —1.71

November_ .80 5.99 .01 0 .53 .39 0 [ 92 .66 —.26 —.32 —. 53

December_.._____._ .08 5.99 .01 4] .07 . 54 0 0 61 .15 —.46 —. 46 —1.04
1985

January....._._ ... .21 5.92 .08 .07 .20 .43 0 .03 .60 31 —.29 —.20 —.75

February. - - .32 5.82 .18 W17 .31 . 68 0 .04 .95 25 —.70 —.70 —1.54

March.__ - 1.26 5. 89 .11 .10 1.22 .67 0 .04 1.85 .61 —1.24 —1.19 —2.28

April.. - 1.57 5.99 .01 0 1.44 .90 0 0 2.34 .25 —2.09 —2.15 —3.22

MaY . emcomacmn 2.52 5.99 .01 0 2.18 .69 0 0 2.85 4,65 1.80 2.02 2.48

* Col. 10=col. 6+co0}. 7+col. 8~col. 9.
15
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TABLE 5.—Monthly moisture departures, d, western Kansas

Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov Dec
........................... —0.21 —0.05 —1.03 1. 63 —0.74 —1.24 —0.98 1. 48 —0.08 —0.13 -0.29 —0.13
_____ —.23 —.74 .44 2.03 .87 —. 57 .30 1.33 -1.13 .38 ~.28 —. 47
- .72 —-.12 .38 .35 .56 .82 .27 -—.03 —-1.09 1.13 W17 -. 79
- .10 - 26 —. 96 1.57 —-2.07 —2.28 —2.65 —. 98 -.73 —. 51 -.17 —. 64
- .72 —. 34 1.74 —.28 1.39 3.07 3.08 0 2.17 .30 —. 43 .75
- —.04 .64 1.33 —. 64 3.52 —. 22 72 1.12 -1,12 —. 57 —.37 .11
- —-.31 —-.35 -~ 71 —1.80 —1.74 —2.14 —.39 -.21 —.05 —. 90 —.38 —.61
- —.22 47 —.67 —1.33 —2.17 —1.17 -—1.93 —2.08 —. 05 -1.07 —.73 .18
- 07 .60 —. 52 —.99 —. 49 1.83 3. 56 .09 —1.12 —. 26 .11 —-.07
- 45 —-. 67 —. 36 1.33 -1.32 .14 —-.17 —. 45 .18 .64 —.16 —. 41
- 03 .33 .25 2.03 —.92 -.27 45 1.31 —. 41 2.02 -. 37 .03
- 30 —. 44 —. 52 —.68 2.86 L1 92 -, 78 1.97 —.05 .02 .67
- 0 —.08 -~. 02 —.93 —~1.74 .28 2.72 —1.66 -, 47 —. 65 .92 .10
- —.30 .41 -, 25 2.93 —-.79 .52 —.12 —1. 46 1.50 —. 96 ~. 62 —.43
- —.18 .04 .41 1.14 —-1.16 —1.91 —2.33 .22 1.25 —.41 —.75 —.22
- 06 —.18 .30 ~1.44 67 .43 24 -. 02 .7 78 —. 58
- —.23 2.16 - 11 1.03 1.88 .96 1.09 .90 —-1.00 - 27 —.07 —.43
- —.35 —.69 —1.16 —~.34 11 1.05 51 .41 . 60 20 —.78 .22
- 37 .06 —-.14 2.20 1. 50 .26 2.99 -. 67 .08 —-.17 1.27 —. 40
- —. 06 -.31 .69 1.20 —. 80 .54 2.38 .53 1.07 167 .35 —-.15
- .05 -~.39 —.92 —.95 -9 .37 .24 —.20 .12 —. 44 .73
- —.33 .36 —1.03 —1.80 —-1.31 1.49 .27 0 —1.06 .42 1.35 -. 37
- -—-. 10 —.30 .68 —~1.20 —.61 2.46 72 --1.58 .36 -.21 2.83 .60
- 23 .01 —1.43 —1.31 -~.28 —1.78 —1.61 .68 —-.73 —1.24 —-.77 —.49
- —. 40 1.30 —1.06 -1.23 —1.24 -3.61 —.21 .09 —1.15 .07 ~. 06 97
- —-.20 1.46 1.29 .37 —1.08 2.02 98 2.75 .66 —~. 57 —. 17 —.43
- -~.13 .31 —.47 —.35 -~2.20 —.84 —2.55 —2.81 1.79 —.76 .32 2.64
- —.23 .03 —. 65 —. 05 1.16 19 12 .56 —-1.11 .09 —. 91 —.06
10 .75 .62 1.58 3.52 2.97 4.25 4. 56 1.80 .71 —-.31 03
46 —.23 —. 69 .53 —1.29 . —1.90 —.29 —. 04 —.32 —.59 —.16
- —.19 —. 59 —.55 - 10 —.16 —2.11 —1.85 .30 .42 -, 76 -.53 —.36
- .05 01 .37 .09 - 13 —2.88 —-.15 —1.13 77 .80 -.17 2.58
- —.18 1,18 . 56 1.57 .06 .87 94 —1.31 1.61 .31 .80 —.25
- —-.21 - —.72 .49 .09 —.24 —.39 .77 .98 1.387 .06 09
- .39 -.23 —.85 .17 —1.29 .38 39 —.80 .03 ~1.10 -.75 01
- —-.21 .01 1.02 1. 52 51 —. 44 23 -.81 —1.29 —1.26 .15 —.53
- —. 52 —. 58 —.41 —.25 3.85 2.57 2.08 1.37 1.84 3.4 .02 4]
- .03 .51 2.49 —.11 —.35 —1.26 —. 10 —. 18 .29 —.25 —. 66 72
- —.25 —. 45 - —.89 —1.53 —2.59 —.93 1.03 .99 0 .35 - 37
- —-.21 —. 58 .27 —.61 —1.47 ~1. 56 —1.00 —-1.01 —.24 ~—1.28 .17 07
- —.26 -—.02 .65 .33 —2.35 1.38 60 1.65 .01 —1.10 —-.70 —-. 36
- —. 45 .61 .39 ~.53 2. 46 3.88 2.87 1.55 —.25 1.67 1.12 .08
- .03 .21 —.41 —-.27 .69 —.13 34 —.62 .96 .53 1.23 —. 34
- —.03 —-.72 —.67 —. 67 .44 —. 68 —-.76 —. 39 .01 4.32 1.20 .12
- - 12 .54 1.84 .38 —.04 —.85 -1.03 .05 —1.62 —. 55 .44 —-.29
- .69 —.32 .18 .14 —1.81 2. 46 —1.15 —~1.34 —.38 —. 54 —. 64 —.30
- -. 49 —. 51 —. 90 —-.31 .12 —3.62 —2.11 2.16 —.78 —.88 07 .23
- —. 36 .61 —. 45 —-2,04 -3.12 —2.00 —3.70 —1.89 .07 —.94 —.26 —.46
- —.29 -.70 —1.24 —2.09 1.80 .03 —2.99 —1.69 .51 —.68 .39 —.38
- -, 04 —. 50 —1.08 —1.63 1.25 —2.66 —3.22 —2.07 .3 —.23 —.76 -.11
—.01 —.29 .01 =170 —2.49 —.68 —2.25 —1.94 —. 69 - 14 - 57 —.25
—.37 —-. 32 —.35 02 1.53 —-.70 —.98 -2.28 .45 —1.38 -—. 50 —.52
—.02 .38 .60 —. 04 -2.11 —1.18 —2.49 —1.64 —1.99 —1.37 —. 67 10
23 —.19 .24 —.81 .54 —1.50 —-2.33 .62 —.13 —1.19 93 05
68 .31 .08 1.07 1.45 3.78 3.47 1.61 1.83 1. 60 —.05 29
—.02 .29 .38 3.08 —111 2.23 22 81 .31 1.58 —-.35 52
-.16 —. 57 —.36 —.49 —. 94 —.73 —1.52 -, 68 -1.13 —.63 60 27
1.33 .33 .95 4.91 2.44 —.38 3.56 29 —~.76 —.04 39 41
.79 —.03 —. 980 1.34 —.59 .98 13 .09 18 —-.70 .78 —.07
-.17 —.21 .35 —2.35 .40 —1.01 -1.72 —-.96 .10 4,63 2.73 - 13
- .49 .23 1.01 1.01 2.49 1. 56 20 —.79 —1.49 —1.06 .47 .71
- .06 .80 1. 56 -~1.82 —.22 2.17 1.03 1.70 —.86 —. 87 88 —.20
- .61 .30 1.19 .23 2.50 4.32 2. 65 2. 66 —. 14 .74 —.81 —. 34
- —.25 - 17 — 4 -1.05 —1.00 —2.15 3.88 3.98 12 —. 46 —.52 —. 55
- .31 .10 —. 08 05 2.78 6,15 3.34 1.90 1.79 —.05 02 -.27
- —.18 -, 28 69 1.09 —. 47 —3.24 —1.74 —.78 —~1.34 —1.15 20 01
- —-. 44 —. 57 —.21 —.08 —.88 ~3.09 —. 67 —. 06 —1.54 .03 1.29 71
- —.08 —. 69 —. 34 —1.92 .80 —2.30 —2.19 —. 69 —1.40 .18 —. 90 —.31
- .02 —. 18 —-.70 —.75 .57 - 17 —2.97 —1.93 .58 —-1.27 ~. 52 —.31
- .13 —-.21 —. 80 —1.39 —2.65 —3.47 —. 96 —1.61 —1.82 —.95 —. 40 —.69
__________ -.18 —. 68 2.13 .68 2.82 3.48 1.30 —.01 1.02 .38 15 —. 58
__________ .16 20 2.58 .34 1.14 72 4.44 1.76 .09 —. 93 31 -. 05
__________ .36 —. 08 69 —.86 —. 42 —1.58 10 —.22 1.08 2.36 -.32 —.02
__________ 1.11 1.84 74 .03 .08 1.66 —.23 —1.12 —.01 .49 11 29
________ —.36 —. 51 37 —. 47 L21 1.22 .82 1.21 —.69 —.10 1.21 13
__________________________ .20 —-.27 90 —.79 —.82 3.00 2.82 .05 .71 —. 57 -.15 —.22
9. 50 15. 35 25.07 38.09 46.63 57. 66 54. 08 38.81 30. 38 29.97 20. 40 14, 41
9.21 15.16 25.04 38.12 47.57 57.65 54, 04 39. 61 30.38 30.00 20.37 14.25
- 0 0 0 0 0 0 0 .0l 0 0 0 0
D 26 43 .71 1.07 1.34 1.62 1.52 1.10 .86 .84 .57 .40

*Sums are for 1887-1957.
**D is the mean of the absolute values,




additional rainfall was required if moisture use
was to be “normal.”

For the 35-month period beginning with July
1932 the total computed need for precipitation
(col. 10) was 69.09 in. This is 14.84 in. greater
than the average precipitation (54.25 in. from
table 2) for such a period. Actually, the pre-
cipitation totaled only 40.66 in. (col. 11), which is
28.43 in. less than the amount that would have
been climatologically appropriate for the existing
conditions. The point is that although the below-
average precipitation, in itself, accounts for 13.59
in. of the computed abnormal moisture deficiency,
the procedure outlined here brings to light an
additional abnormality of —14.84 in. which is by
no means insignificant. This is the result of
having taken account of temperature and the
other aspects of the water balance.

THE CLIMATIC CHARACTERISTIC, K

Column 12 of table 4 shows a sample of the
derived monthly moisture departures. Such val-
ues were computed for the 852 months of western
Kansas data and the 324 months of central Iowa
data. These values are shown in tables 5 and 6.

From practical as well as statisticsl considerations
it is apparent that a given departure means
different things at different places and at different
times. We can compare a series of such depar-
tures for, say, September in western Kansas; but
we cannot compare September departures with,
say, February departures, or with departures
computed for a different area unless we determine
beforehand that the sets of data are truly com-
parable. This suggests that the importance or
significance of each departure somehow depends on
the normal moisture climate for the month and
place being considered.

In order to evaluate this importance, it was
assumed that the economic consequences of the
driest year in central Iowa were approximately as
serious for the inhabitants of central Towa as were
the consequences of the driest year in western
Kansas for the inhabitants of western Kansas.
It turned out that the driest period of approxi-
mately 1-yr. duration in central Iowa began with
June 1933 and continued through August 1934,
a period of 15 months. The computed total
moisture departure for the entire 15-month period
was —30.67 in. or an average of —2.045 in. per

TaBLE 6.—Monthly moisture departures, d, central Iowa

Jan. Feb. Mar. Apr., May June July Aug. Sept. Oct. Nov Dec.
—0. 40 -1.06 0.18 —0.22 0.09 —2.04 —2.65 —2.14 —0.20 ~1. 42 —1.32
—2.10 —1.51 —1.65 —2.26 —2.62 — .89 —1.65 2.90 .07 .85 2.31
— .02 - .33 ~1.07 .19 .18 .04 3.97 .50 .01 1. 39 .76
— .46 1.36 —1.15 1.66 —4.89 - .64 —~2.23 — .90 - .15 —2.42 ~1.04
~1.00 —1.32 —2.54 —5.48 —4.48 - .97 —2.20 1.61 —1.31 2.11 - .79
.59 - .71 - .87 .94 4.39 1.14 —1.57 .63 176 .71 .71
.47 - .72 - .79 —1.78 —1.04 -3.97 —2.44 3.83 — .08 — .88 .53
.39 14 1.28 .71 —1.056 — .95 .23 =2.17 ~ .11 —1.36 — .85
— .75 — .47 1.84 2.59 —.22 1.23 - .81 1.87 —1.48 1.11 — .03
1.42 — .39 — .67 —2.85 .76 - .50 .87 —2.41 — .70 —2.01 —1.05
— .08 — .61 .83 —1.15 —2.37 1.60 3.65 —-1.79 — .26 1,17 . 56
—.21 —-.78 ~1.34 —2.53 1.78 — .85 —1.36 4,35 4,03 1.05 L70
.41 .03 —1.89% .96 1. 57 2.28 1.29 1. 65 .51 .67 .69
.19 .09 1.07 1.10 .84 3.00 1.95 1.09 — .03 .27 .18
.31 .96 2. 56 4,76 .80 1.81 3.21 - .07 -~ .95 —-.33 .58
.98 .89 2.35 3.46 - .10 — .40 .70 1.05 —1. 56 — .69 .99
-~ .50 1. 58 —1.90 1.02 2.57 .40 — .24 1.99 2.03 .44 — .18
— .30 - .07 3.15 1.65 7.87 —1.89 —3.39 —3.02 177 ~ .20 .10
1.10 1.04 — .29 -1.79 ~1.92 .74 —1.47 —2.42 — .46 . 56 .49
.29 .52 —1.23 —2.41 - .50 — .99 -~2. 4 .09 - .14 —2.17 - .9
.50 —1.05 .31 2.28 1.35 — .26 — .98 —1.54 —1.28 —1.74 -1.12
.91 2. 40 3.05 . 56 1. 40 1. 66 2.90 .42 1.54 .90 .35
—-.11 2.25 - .90 .22 .36 .85 113 —2.07 —1.64 .64 - .01
77 .93 1.46 ~1.16 - .12 — .16 —2.49 —2.98 —2.59 -1.77 — .94
— .45 — .48 .78 .99 1. 66 ~1.99 6, 56 .49 2. 56 — .84 - .05
.56 — .69 .10 — .9 —2.59 .19 —2.57 — .56 —1.29 —-2.25 —1.49
—1.45 —1.87 —1.41 —1.9 —3.72 —~ .69 —1.00 —1.73 -1.07 —1.25 —1.46
—1.47 —1.15 —1.06 1.10 .08 .14 — .39 — .80 .81 1.02 .07
— .41 —1.07 -~ .60 -2.02 .83 6.25 .28 11 —-1.25 — .10 —-.77
.36 2.06 . 80 2.64 —1. 46 — .54 - .75 .44 .44 1.02 42
.43 .04 .90 2,91 —1.38 — .11 2.38 .86 .09 —1.05 — .40
1.29 2.37 .50 —1.86 —1.36 3.38 - .33 5.24 1.40 1. 64 .92
112 — .02 - .33 .74 —1.93 2.63 — .47 — .76 . 56 ~1.53 ~1.05
8.89 12,19 18.78 24.19 25, 61 15.08 26. 85 22.47 15.09 17.89 10.02
8.90 12.15 18.76 24,25 25. 62 15.15 26. 84 22.45 15.10 17.91 10. 00

0 0 0 0 0 0 0 0 0 0 0
.66 .90 1.39 179 1.90 112 1.99 1.66 1.12 133 .74

*Sums are for 1931-1957,
**D is the mean of the absolute values.
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month. Considering the same 27 years as were
considered in Iowa, the driest period of similar
length in western Kansas was a 14-month period
from March 1934 through April 1935. The total
moisture departure for this period (see column 12,
table 4) was —19.11 in. or an average of —1.365
in. per month,

On the assumption that these dry periods were
of approximately equal significance locally, we
can multiply each by some factor, K, and write

I_{-Iowax-alowa:-‘[?;{an Xd-Kan (16)
and

K o100/ K xan=Cican) drowa=—1.365/—2.045=0.67. (17)

The K’s represent averages for some, as yet,
undefined characteristics of the climates of these
two areas during the 14- and 15-month periods;
i.e., they apply to the periods as a whole rather
than to each month individually. However, for
the moment they can be treated as constants to
be evaluated from some measured aspects of the
local climate.

From equation (17) it is apparent that K for
western Kansas must be about 114 times as Iarge
as K for central Towa. N ow, the average mois-
ture demand in the two areas is roughly the same
but the average moisture supply in Iowa is roughly
114 times larger than in Kansas. This suggests
that the values of the constants may depend on
the average moisture shortage in the two places.
This seems reasonable inasmuch as the less the
supply, in relation to the demand, the greater the
significance of a given shortage.

How can one best measure average moisture
demand? In some months it can be reasonably
estimated by PE, and in some months it can be
estimated by the average amount of recharge that
occurs. However, in some spring and fall months
PE and R are roughly equal and both are impor-
tant. Therefore average moisture demand for
any period can be estimated by PE+R.

The average moisture supply is not always
dependent entirely on the precipitation. In some
cases the precipitation alone does not truly repre-
sent all of the moisture supply because previously
stored moisture is used also. Therefore, average
moisture supply for a month or period can be
measured by P+Z.

The normal moisture demand for the 14-month
dry period in Kansas can be found from table 2 as:
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14 14
> PE+>7 R=36.21 in.
n=1 n=1 -

The normal moisture supply for the same period
can also be found from table 2 as:

14 14
z‘i P+>2Z-25.90 in.

If we take the ratio of demand to supply, we
get 36.21/25.90=1.398, which we can call K for
this 14-month period in Kansas.

Turning to the 15-month period in Towa and
following the same procedure,

(§ﬁ+2 R)/( n}ijﬁﬁéf)
—50.88/53.23—0.956,

which can be considered as K for this 15-month
period in Iowa.

If this ratio of moisture demand and supply can
be used as a measure of the importance of mois-
ture departures, then according to equation (17),
K owa/Kian should be about 0.67. It turns out
that 0.956/1.398=0.68, which is in surprisingly
good agreement.

From the above it appears that K, the climatic
characteristic, can be reasonably estimated for
each of the 12 calendar months as:

k=PE+R)/(P+IL) (18)

where k is a first approximation of K.

The k-values in column 6 of table 3 were com-
puted by this equation. These numbers are in-
tended as measures of the local significance of the
moisture departures which have been derived.
However, it later turned out that equation (18)
did not work very well in some other climates and
a different equation for K had to be derived.
Since the work on the final K was dependent on
this first approximation, %, the following few
pages describe the development based on % and are
followed by the “back tracking” which evolved
the final equation for XK.

THE MOISTURE ANOMALY INDEX, z

These monthly constants, the k-values, were
used as weighting factors for each of the monthly
moisture departures during the two dry periods




being considered. Beginning with March 1934
the departures listed in column 12 of table 4 were
multiplied by the corresponding factors in column
6 of table 3 to obtain the index values shown in
column 13 of table 4. When the index values, z,
were algebraically added for the 14-month Kansas
dry period which ended with April 1935, the sum

was —25.51. This represents an average index
of —1.82 per month.

When the same procedure was followed for the
15-month dry period in Towa, the 15-month index
sum was —27.06 or —1.80 per month. This
agrees very well with the average index for the
driest Kansas period and suggests that the derived
index values do, in fact, provide comparable
measures of relative climatic abnormalities. The
monthly “moisture anomaly index, 2,” is therefore

defined as:
z2=dk. (19)

What are these z values and what do they mean?
They cannot be regarded as inches of departure
of the moisture supply from normal as are the
values in column 12 of table 4. Those departures
have now been weighted and must be regarded
only as index numbers. Kach number expresses
on a monthly basis and from a moisture stand-
point the departure of the weather of the month
from the average moisture climate of the month.
Each has, presumably, been adjusted or weighted
in such a way that the same scale—the ordinate,
if you wish to think of it graphically—is applicable
to all values in both areas.

Small abnormalities of moisture can occur at
any time in any place. Of course, this is hardly
surprising. Equally to be expected is the fact
that in these climates large abnormalities very
rarely occur during the cold season from Novem-
ber through February. The largest cold-season
anomalies are positive and occur mostly in
November as would be expected from the fact

757-251—65——4

that large monthly amounts of precipitation can
and sometimes do occur in November. On the
other hand, even a complete failure of the moisture
supply during any cold month will not result in
any very great departure of the moisture supply
from normal because in these particular climates
the cold season moisture demand or CAFEC
precipitation is always rather small.

In Kansas and JIowa the really important
negative moisture anomalies occur during the
warm season. This, again, is as one would expect
because the moisture requirement during summer
can be rather large and, on occasion, the moisture
supply can fail almost completely. Note the
very large negative anomalies during July in
the 1930’s in western Kansas. The —6.51 in
1934 is the largest negative anomaly that has
thus far been computed. This large value is a
direct consequence of the extremely warm and
dry weather which preceded July, coupled with
the hot dry weather of July itself. The mean
temperature over the area during July 1934 was
an all-time record 85.6° F. and the area rainfall
averaged only 0.74 in.

While central Towa has not produced such an
extremely dry single month, a number of negative
anomalies of the order of —4 have occurred.
Also the Iowa data show a greater tendency for
long uninterrupted runs of abnormally dry months.
The 15-month period which began in June 1933
and the 21-month period beginning with August
1955 were both uninterrupted by even a single
wet month.

Some of the unusually wet months in both
Kansas and Iowa produce some really outstanding
positive anomalies. For example, it rained 12.26
in. over central Iowa in June 1947 and the anomaly
index, z, was +7.24. Likewise, western Kansas
had an index of 48.49 for June 1951 owing to
7.89 in. of rainfall which was 267 percent of nor-
mal and produced much flooding.
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6. THE DURATION FACTOR

THE EFFECT OF TIME

As Hildreth and Thomas have pointed out [18]
in most cases it is not the first year of low rainfall
that is disastrous to farming and ranching, but
the prolonged periods which extend for 2, 3, or 4
years in a row. The same reasoning applies if
one is concerned about the hydrologic aspects of
drought. A relatively short period of abnormally
dry weather will lower lake and reservoir levels,
but matters do not become really serious until a
prolonged drought period has brought the water
supply to a critically low level. Therefore, if one
wishes to make a distinction between, say, mild
drought and extreme or disastrous drought, the
duration of the abnormally dry period must be
taken into account.

DROUGHT CATEGORIES

It is reasonable, and it certainly would be con-
venient, to have names assigned to the various
categories of drought severity just as arbitrary
names and definitions have been assigned to such
things as dense fog, moderate rain, and other
phenomena. It appears that drought severity
could be adequately expressed by four classes,
mild, moderate, severe, and extreme—terms which
are frequently used by the U.S. Department of
Agriculture as well as by the Weather Bureau.
Unfortunately, no satisfactory definitions exit
for these expressions. There doesn’t seem to be
much hope for making even a semi-objective ap-
proach to specific definitions of “mild,” ‘“moder-
ate,”” or ‘“‘severe”’ drought; but if we assume that
‘“extreme” drought occurred in the two areas
being studied during some of the driest periods
of record, we can describe extreme drought in
terms of the accumulation of the monthly index
values.

THE DRIEST INTERVALS
Table 7 shows some accumulated moisture

anomaly index values in both central Towa and
western Kansas. These periods were selected as
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TABLE 7.—The driest intervals

From-— To— Number =z
of months

June 1936 ... August 1936.._____ 3] —13.40
May 1913 ____.___ August 1913 _____. 4 [ —13.62
---| April 1934 July 1934, 4 —14.86
{May 1934 ___.__.___ August 1934_.__.__ 4| —16.46
d 541 —14.14
- 5| —18.56
13 | —23.39
..... do. ---| August 1934_______ 15 | —27.06
June 1955__._______ September 1956.__. 16 | —29.71
_____ do__..._.._._._| October 1956.._._. 17 | —31.28
April 1934 ________ August 1935.______ 17 | —31.59
-----do .| August 1936____.._ 29 | —46.82
DO |l do. ... September 1937____ 42 | —62.55

representing the maximum rate at which the nega-
tive values of the monthly index have accumu-
lated during various time intervals. These data
are shown in figure 1. The straight solid line
thereon was drawn by eye. This line itself does
not show rate of accumulation of the index values;
it merely indicates the approximate maximum
rates which have been observed during extremely
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DROUGHT INDEX, X
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LENGTH OF DRY PERIOD {MONTHS)

Figure 1.—Accumulated index during the driest periods
of various lengths.




DROUGHT INDEX, X

dry periods of various lengths. For instance,
z-values have been known to accumulate at the

rate of about —3.0 per month for 6 months, but’

at the average rate of only —1.5 per month over a
42-month period. Therefore, this line can repre-
sent extreme drought; i.e., an extremely dry and
very unusual condition exists if z= —12.00 for one
month as well as if £2=—70.1in 4 years. This is
one of a family of lines that can be drawn. Since
the horizontal line at the top of this chart repre-
sents ‘normal,” the ordinate from normal to ex-
treme was divided into four equal lengths and the
body of the graph was correspondingly divided by
the dashed lines arbitrarily labeled “mild,” “mod-
erate,” and ‘“‘severe” drought. It is convenient to
assign a numerical drought severity value of
—4.0 to the line for extreme drought, —3.0 to
severe drought, —2.0 to moderate drought, and
—1.0 to mild drought. The solid line drawn is
therefore the —4.0 line and the equation can be
determined by noting that from ¢ (duration)=1
month and 2=—12.0 to {=48 months and Zz=
—70.1, the drought severity=—4.0. Drought
severity is therefore approximated by

Xizé 2,/(0.309¢42.691). (20)

6 8 10 12
ONTHS

-30

[ |
o 2 4
M

Ficure 2.—An illustration of the cumulative procedure.

DETERMINING MONTHLY INCREMENTS
OF DROUGHT SEVERITY

Equation (20) is only a first approximation to
the relationship sought because it is based on
algebraic sums of the index, 2, over various periods
of time. This is not the best way to handle the
problem because this cumulative procedure causes
the effect of a single month—say, a very wet month
in a long series of dry months—to be directly
reflected in Zz even years later. Obviously, this
is unrealistic because a single wet month during a
given dry summer should not, by the following
summer, have any great influence on the severity
of a drought which had continued during the
intervening period. For instance, August 1933
was a very wet month in Kansas (see table 4)
and it greatly reduced the severity of the drought
that was underway. However, the drought con-
tinued and by the end of May 1934 the situation
was very, very serious. But, this seriousness is
not completely apparent when the z-values are
accumulated and plotted on a diagram such as
figure 1. In fact this procedure will create a
misleading picture.

Figure 2 demonstrates how misleading the
cumulative procedure can be. Figure 2A was
constructed by assuming that z=-—1.0 each

[ |

6 8 10 12
ONTHS

| |
0 2 4
M

(A) Bix relatively dry months followed by four very dry
months; (B) The four very dry months by themselves.
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month for 6 months and then z=—4.0 during each
of the following 4 months. The total accumulated
value is therefore —22.0 in 10 months. Note that
the 10th month does not quite reach the extreme
drought line.

Now assume that the first 6 months were each
very wet and that the remaining 4 months each
had z2=—4.0 as before. In this case the dry
period begins with the first month in which
2=—4.0 and these 4 dry months give the curve
in figure 2B. Note that the value for the last
month now falls below the extreme drought line.

We are now confronted with a result which
indicates that four very dry months following six
wet months produce a more serious drought than
is produced by the same four very dry months
following six months of relatively dry weather.
Obviously, this is a fallacy. The cumulative pro-
cedure is misleading and cannot be used as a
method of taking account of the duration of the
dry period.

The problem must, therefore, be handled on an
increment basis such that each successive month
is evaluated in terms of its contribution to the
severity of drought. In effect, this will eliminate
direct consideration of the duration factor and
bring duration in indirectly as a consequence of
the accurnulation of successive monthly contribu-
tions to drought severity.

In order to evaluate the contribution of each
month, we can set ¢=1 and ¢=1 in equation (20)

and we have,
1=21/3. (21)

Since this is an initial month,
X, —Xo=AX,=2,/3. (22)

However, this is not the whole story because
in successive months a certain amount of ab-
normal dryness (2<0) will be required merely to
maintain the severity of the existing dry spell.
For instance, one knows intuitively that an ex-
treme drought will not continue in the extreme
category if subsequent months are normal or only
very slightly drier than normal. The question is,
how much dryness is required to maintain a
drought of given severity;i.e., for AX=0?

From equation (20) or from figure 1, it is
apparent that Zz must increase as t increases in
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TaBLe 8.—The amount of abnormal dryness required to
maintain a given drought severity

i—1 i
¢ X Z 2 AX; X Z 2z 2
t=1 =1
2 -1.0 =3.0 0 -10 —3.309 —0. 308
10 —1.0 —5.472 0 —~10 —5.781 —.309
2 =3.0 -9.0 0 =3.0 —9.927 —. 927
10 —3.0 —16. 416 0 =3.0 —17.343 —. 927

order to maintain a given value of X. The rate
of increase of ¢ is constant; i.e., ¢ increases by 1
each month, thereby increasing the denominator
by steps of 0.309. Therefore, the rate at which
the index, z, must increase in order to maintain
a constant value of X (AX=0) depends on the
value of X that is to be maintained. This rea-
soning suggests that for all months following an
initial dry month an additional term must be
added to equation (22), and that the equation is
of the form,

AX1:<21/3)+CX1_1, (23)
where
AXiin_—'Xi—l-

The problem is to determine ¢. Returning to
equation (20), we can compute the value of z,
which will maintain a given value of X from
month to month. Table 8 shows the computed
values of z in the ith month for two arbitrary
values of X, ;=X and two arbitrary values of .

If we place these values of z,, X;_; and AX into
equation (23), we have,

AX =0=(—0.309/3)—1.0c,
and
AX=0=(—0.927/3)—3.0¢c.
¢ is therefore —0.103 and the final equation is:
AX{Z(Z,'/3)"—O.1O3X1_1. (24)
This equation can be used to compute the
monthly contributions to drought severity. Of

course, the sum of the increments gives the
severity itself, i.e.,

X12X1_1+%—0.103X1_1. (25)




7. RE-EVALUATION OF THE WEIGHTING FACTOR

EVIDENCE OF UNSATISFACTORY K
VALUES

Originally, this study was carried through to
completion on the basis of the equations shown
above. Results for western Kansas and central
Jowa appeared reasonable and realistic. How-
ever, when the entire method was subsequently
applied to other areas with rather different types
of climate, some of the results were definitely
peculiar and unrealistic. For example, in Kansas
and Jowa the most extreme drought periods pro-
duced maximum drought index values around
—5.0 to —6.0. These seemed reasonable inas-
much as the system is designed to indicate extreme
drought whenever the index exceeds —4.0. How-
ever, an analysis for the southern climatological
division of Texas produced index values ranging
as large as —10.23. Such values were obviously
rather far from the expected maximum saround
—6.0. On inspection it was found that some of
the monthly weighting factors were inflating the
departures, the d values, in an unrealistic fashion.

The other analysis that showed peculiar results
was done for western Tennessee by Mr. M. H.
Bailey, then State Climatologist for Tennessee.
The worst flood in the history of the area (January
1937) produced an index, X, only slightly larger
than zero. Again, the k values were at fault.
They were so small that even huge moisture de-
partures were rendered quite insignificant when
multiplied by the weighting factor, k. In this
particular January in western Tennessee, rainfall

averaged 19.35 in. over the area and P—ZAJ was a
huge +12.26 in. As will be shown later on, this
system should measure unusually wet periods as
well as unusually dry periods. Obviously, the
index, X, should receive a large positive incre-
ment during this extremely wet month. From
equation (22)® one can see that this will occur
only if K for January (see eq. (19)) is of the order
of 0.5 to 0.7, say, 0.6. Actually, £ had been com-
puted (by eq. (18)) as 0.051 for January.

¢ From here on z becomes Z and k becomes K in equations 19 through 25, as
these are the final estimates of these indices.

PROCEDURE FOR ESTIMATING MEAN
VALUES OF K

It seemed the simplest procedure for re-
evaluating the weighting factor was to use equa-
tion (20) to determine what =Z should be for
extreme drought over a 12-month period. It
turned out that for X=—4.0 and ¢{=12 months,
the sum of the weighted departures should be
—25.60. If we again assume that the driest 12-
month period represents extreme drought in any
area, we can obtain a new 12-month mean weight-
ing factor, K, by dividing —25.60 by the 12-month
sum of d for the driest periods of record.

Referring to table 5, it will be noted that the
driest 12-month period in western Kansas began
with May 1934 and continued through April 1935.
The sum of the d values for this period is —16.62.
A period almost as dry began with March 1956
and extended through February 1957. This 12-
month sum of d was —15.60. Averaging these
two, to eliminate a little of the sampling varia-
bility, gives a mean 12-month sum of d of —16.11.
Dividing —25.60 (12-month ZZ for extreme
drought) by —16.11 gives 1.59. This is K for
western Kansas. It is a mean weighting factor—
the mean of the 12 monthly weighting factors.

In central Yowa the driest 12-month periods
were June 1933 through May 1934 and August
1955 through July 1956 (see table 6) when the
12-month sums of d were —23.02 and —20.56.
The mean is —21.79. When we divide —25.60
by —21.79 we get 1.17 for K is central Iowa.

By this time analyses and a monthly table of d
values were available for nine different areas, viz,
the climatological divisions of northwestern North
Dakota, western Kansas, central Iowa, Texas
High Plains, Edwards Plateau of Texas, southern
Texas, western Tennessee, west central Ohio, and
a point analysis for Scranton, Pa. The values
computed for K ranged from 1.06 in western
Tennessee to 1.73 in northwestern North Dakota.
In addition, there is the previously mentioned
estimate that K for January in western Tennessee
should be around 0.6 if the 1937 case is to look at
all reasonable.
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F1gure 3.—Mean annual weighting factor as related to average moisture demand, average moisture supply, and average
absolute moisture departure.

K AS A FUNCTION OF OTHER ASPECTS OF
CLIMATE

From an inspection of the failures of the original
k values it was apparent that K should depend
on average water supply, P+L, as originally
used. It was also apparent that the average
runoff, RO, should be considered as a part of the
moisture ““demand” in addition to the average
potential evapotranspiration, PE, and the average
recharge, B. Also, it was apparent that K varies
inversely with D, the mean of the absolute values
of d.

After some experimenting with various empiri-
cal relationships, the semi-logarithmic plot shown
in figure 3 was evolved. No doubt, greater
scatter would result if more stations or areas were
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added. This relationship may be fortuitous, but
it seems reasonable. The problem is also compli-
cated by sampling variability.

The K values in figure 3 were based on the
driest 12-month periods in these various places
and the abscissa is made up of mean values for the
entire period of record analyzed, the 30 years
1931-1960 in most cases. For example, PE is
average annual PE divided by 12, and the other
mean values were computed in the same fashion.

MONTHLY WEIGHTING FACTORS

The next step was to apply this empirical
relationship to each of the 12 calendar months in
each of the various places and thereby derive the
12 K values for each place. These results are




shown in table 9.

In this table D is the monthly
mean of the absolute values of d, and K’ is the
weighting factor computed for each month by

K'=1.5 ].Ogm[

PE+R+RO

+L

1o 80>/D:|+0 50.

the equation developed from figure 3; viz, (26)
TABLE 9.— Monthly weighting factor, K, for selected places
| Jan. \ Feb. \ Mar. ‘ Apr. l May ‘ June ' July ‘ Aug. | Sept. ‘ Oct. ’ Nov. Dec ) Sum
WEST ERN TENNESSEE

D 3. 24 1.89 1.45 1.40 1. 50 1.70 1.60 1.25 168 L31 1. 92 1.88 (L.._____.
K .95 1.13 1.15 111 1.05 112 1.34 1.10 121 .95 96 |
DK’ " 94 1.80 1.64 1.61 1.67 1.78 1.79 1.68 1.85 1.59 1.82 1.80 20,97

K .51 .80 .95 .97 .94 .86 .94 1.13 .93 1.02 .80 N I
L ]
WEST CENTRAL OHIO
D 1.93 1.00 1.04 1.20 1.40 174 1.36 118 1.31 111 1.16 1.09
' _K' .94 1.37 1.34 1.25 1.15 1.01 1.19 1.29 1.22 131 1.27 1.31
DK’ 1.81 1.37 1.39 1.50 161 1.76 1.62 1.52 1.60 1.45 1,47 1.43
K .90 1.31 1.28 1.19 1.10 .96 1.14 1.23 1.16 1.25 121 1.25
CENTRAL IOWA

D 0.73 0.66 0.90 1.39 1.79 1.90 112 1.99 1.66 112 1.33
_K 1.58 1.64 144 1.16 .99 .96 131 .95 1.06 1.31 118
Dr’ 1.15 1.08 1.30 161 77 1.82 1.47 1.89 1.76 1.47 1.57

K 1.55 1.61 141 1.14 .97 .94 1.28 .93 1.04 1.28 1.16
SCRANTON, PA.

D 0.86 0.70 0.81 0.96 130 1.35 2.27 1.60 1.43 1.29 1.27 0.95 |-
_K’ 1.47 1.60 1.51 1.40 1,20 1.19 .86 1.09 1.18 1.21 121 1,40 ...
DK’ 1.26 112 1.22 1.34 1.56 1.61 1.95 1.74 1.69 1.56 1.54 1.33 17.92

K 1.45 1.58 149 1.38 1.18 1.17 .85 1.07 1.16 1.19 1.19 1.38 foeoo.

EDWARDS PLATEAU, TEXAS

D 1.16 0.85 0.95 1.40 1.61 1.90 1.59 114 2,08 1.61 0.77 5 1 P
K 1.28 1.48 1.42 1.18 1.09 1.06 1.27 1.58 1.01 1.13 1.56 132 |-
DK’ 1.48 1.26 1.35 1.65 1.75 2.01 2,02 1.80 2,10 1.82 1.20 1.45 19.89

K 1.14 131 1.26 1.05 .96 .04 1.13 1.40 .90 1.00 1.39 117 | .

SOUTHERN TEXAS

D 0.97 0.80 0.63 1.39 1.33 1.55 1.23 1.49 1.73 1.36 0.66 0.90
K 1.41 1.53 1.76 1.29 1.29 1.29 1. 57 141 1.15 1.30 1.73 1.47
DK’ 1.37 1.22 111 179 1.72 2,00 193 2.10 1.99 1.77 114 1.32 19.46

K 1.28 1.39 1.60 1.17 1.17 117 1.43 1.28 1.04 1.18 157 1.33 |

WESTERN KANSAS
D 0.26 0.43 0.71 107 1.34 162 1.56 1.10 0.86 0.84 0.57 0.40
! K’ 2.25 1.92 1. 60 1.34 1.20 1.12 1.20 1.45 1.63 1.59 1.78 1.97
bi)'d .58 o 114 1.43 1.6% 1.81 1.87 1.60 1.40 1.3¢ 101 .79
K 2.58 2.20 1.84 1.38 1. 54 1.28 1.38 1.66 1.87 1.82 2.04 2,26
‘ TEXAS HIGH PLAINS

i) 0.51 0.42 0.63 0.86 1.50 148 1.40 0.89 1.28 1.22 0.52 0.65
_K’ 1.81 1.94 1.70 1.54 115 1.23 1.33 1.66 1.37 1.32 1.85 1.66
DK .92 .81 1.07 1.32 1.72 1.82 1.86 1.48 1.75 1,61 .96 1,08

K 1.95 2.09 1,83 1.66 1.24 1.32 1.43 1.79 1.48 1.42 1.99 179
NORTHWESTERN NORTH DAKOTA

D 0.20 0.23 0.33 0. 67 1.04 1.48 0.98 0.81 0.91 0.59 0.38 0.19
K 2.42 2.33 2.08 1. 64 1.37 1.14 1.48 1.66 1.59 1.81 2.00 2,45
DK’ .48 .54 .69 1.10 1.42 1.69 1.45 1. 34 145 1.07 .76 .47

2,33 . 1.62 2.10 2,35 2.25 2, 57 2.84 3.47
Mean=17.67
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As mentioned previously, the mean values used
in the development of this equation were average
annual values divided by 12. In applying equa-
tion (26) to compute monthly weighting factors
the mean values used are means for one of the 12
calendar months.

FINAL ADJUSTMENT OF THE MONTHLY
K VALUES

If equation (26) is producing reasonably
“correct’’ values for use in equation (19), then the
average annual sum of the weighted average
departures should be about the same for all
places analyzed. Table 9 shows these weighted
average departures, DK’ for each month and their
sum for the 12 months. These sums agree
fairly well, but not well enough. The disagree-
ment indicates that the departures are being
given more weight in some places than in others.
For example, the Tennessee weighting factors
must be too large while the North Dakota weight-
ing factors must be too small. This discrepancy
was demonstrated by using the K’ values to
compute drought severity (using equation (19)
and (25)) for some of the driest periods of record
in each of these places. As an example, drought
index values computed on the basis of K’ indicated
that drought in western Tennessee becomes more
extreme than does drought in northwestern
North Dakota or western Kansas. This did not
seem reasonable and suggested that the weighting
factors needed further adjustment.

The annual sums of DK’ in table 9 range from
12.46 to 20.97. The mean sum for the nine areas
is 17.67. If all weighting factors are adjusted so
that all the annual sums of DK=17.67, drought
analysis results should be more comparable. The
K values shown in table 9 were computed on this
basis. For example, for January in west
Tennessee, 0.51=(17.67/20.97)0.60. This can be
expressed as,

e 117.67 g

; DK

(27)

This completes the derivation of the weighting
factors. They apparently establish reasonable
comparability between areas, but there seems no
way of assuring that they establish more than fair
to good comparability between months. No
doubt it would have been better to base the con-
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stant, 17.67, on analyses from many more places,
but quite a range of climates is represented by
these nine areas and the value 17.67 seems to work
fairly well.

STANDARD DEVIATION OF d AS A
WEIGHTING FACTOR

Some surely wonder why the standard deviation
of d was not used as a weighting factor, thereby
permitting one to deal with a standardized vari-
able. This, of course, was tried, but results were
definitely unrealistic partly because some of the
distributions of d are rather skewed. Another
likely factor is that the local significance of a
given moisture departure is not solely dependent
on its place in the distribution of departures.
For example, the standard deviation of 4 is 1.64
in. in October in western Tennessee and it is also
1.64 in. in July in southern Texas. In the Ten-

nessee case average moisture demand, ﬁi’-{-—l—?—i—
RO, is 3.27 in. and average moisture supply,

P+L, is 2.99 in. On the other hand, southern
Texas has an average July moisture demand of
7.57 in., but an average moisture supply of only
2.13 in. Here demand is about 314 times supply,
while in Tennessee they are roughly equal. It
seems obvious that a given moisture shortage
would not be equally significant in both places.
We would be assuming equality if we used the
standard deviation as a weighting factor.

AN EXAMPLE OF THE DROUGHT SEVERITY
COMPUTATIONS

At this point it is probably time to stop and
take stock of the relationships which have been
developed. It seems likely that a short example
will best illustrate some of the more important
steps. The year 1947 was a rather unusual one
for central Iowa. April, May, and June were
very wet and July, August, and September were
very dry. The data for the 3 dry months are
shown in table 10.

Inasmuch as June had been very wet, the
CAFEC precipitation computed by equation (14)
was only 2.81 in. for July. However, the actual
precipitation was so small that the departure (by
equation (15)) was —1.89 in. The final climatic
characteristic, K, for July in central lowa is
(table 3) 1.28, therefore, the July anomaly was
(by equation (19)) —2.42. The next three col-
umns in table 10 show the parts of equation (24).
Since this was the first dry month, the drought
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TaABLE 10.—A selected S-month dry period in 1947 in ceniral Iowa

Actual Comp. Moisture Severity for Index to Change in Drought
precip. precip. Clim. char, anomaly month maintain severity index
Mouth severity
A
P P K z Z/3 103X AX X
July . 0.92 2,81 1.28 —2.42 —0.81 0.0 —0.81 —0.81
August________._____ 1.36 4.75 .93 —3.15 —1.05 .08 —.97 -1.78
September._..__._.__ 1.28 4.30 1,04 —3.14 —1.05 .18 —.87 —2.65
i

index for the previous month was, of course, zero.
The change in drought severity due to the dryness
in July was therefore —0.81. We have previously
defined mild drought as beginning when the
severity index reaches —1.0; therefore the index
value of —0.81 indicates that the drought was
still not serious at the end of July. For conven-
ience we can call this “incipient” drought, a
condition which we will now arbitrarily define by
a severity index value between —0.50 and —1.0.
Inasmuch as the drought index is only 81 percent
as large as is required to establish mild drought,
we can state that there is an 81 percent probability
that this July marks the beginning of a drought
period. Not until the severity index reaches
—1.0 can we say with certainty that (by defini-
tion) a drought began in July. This provides a
very convenient method for methodically deter-
mining the beginning of drought periods. In
addition, it provides a basis for preparing state-
ments expressing the probability that a drought
has begun. The tendency for persistence during
drought makes such probability statements worth-
while from a practical standpoint.

Table 10 shows that the dry August intensified
the drought (equation (25)) and matters were
beginning to get a little serious by the end of the
month. The drought reached a severity of —1.78,
which is classed as mild, but it was approaching
moderate severity. By the end of September a
moderate drought existed. The comments pub-
lished in the Iowa Weekly Weather and Crop
Bulletins [62] agree reasonably well with this
analysis. Early in August there seems to have
been a good deal of concern about the fact that
the area was rapidly running out of moisture and
that crop damage might become serious unless
rains came in the next week or 10 days. By the

end of August it was apparent that the dry
weather had produced serious damage to some
crops and that pastures were no longer supplying
adequate forage for livestock. By the end of
September there were general complaints of dry
soil, delayed seeding, and poor pastures, but the
growing season had essentially ended and the
agricultural remarks cease to be particularly use-
ful in estimating drought severity. However, as
far as one can tell, moderate drought appears to be
a reasonable classification for the September
weather. It is difficult to estimate the severity
of meteorological drought from remarks concern-
ing agricultural conditions because fortuitous rains
sometimes produce very satisfactory yields of
some crops during seasons which were, as a whole,
much drier than normal. Also there seems to be
a tendency for exaggeration in crop condition
reports. A week of hot, dry weather seems to
foster reports that the crops are practically
ruined, while rain of less than 1 in. the following
week may lead to forecasts of a bumper crop.
This is one of the reasons it was necessary to start
this drought analysis development with selected
cases in which it was so dry that there could be
no disagreement as to the fact that the drought
was very serious from all standpoints—agricul-
tural as well as hydrologic.

By way of comparison it is interesting to see
what happens to the examples of figure 2 when one
analyzes these data by equation (25). At the
end of the sixth month in figure 2A the drought
severity is —1.54; at the end of the 10th month it
is —5.55. The four very dry months increase the
severity by 4.01 and produce an extreme drought
condition. On the other hand, the four very dry
months in figure 2B give a drought severity of
—4.53 at the end of the fourth month.
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8. APPLICATION OF THE DROUGHT FORMULAS TO WET PERIODS

It seems reasonable to assume that the abnormal
moisture deficiencies which could create, say, a
moderate drought would have created a moderate-
ly wet period had they been positive rather than
negative moisture departures. In other words,
could not the drought equations be applied to wet
periods merely by changing the signs where
necessary? For example, equation (15) yields
positive departures as well as negative. Also by
equation (19) the monthly moisture anomaly Z,
may be positive as well as negative. Likewise,
equation (25) will give positive values when the
monthly index is positive. Inasmuch as the
equations will provide a measure of wetness the
following categories were more or less arbitrarily
set up, and are given in table 11.

Originally the objective of this study was to
deal only with abnormally dry periods, but this
proved to be not entirely feasible. It is difficult
to determine the beginnings and endings of dry

TaBLE 11.—Classes for wet and dry periods

X Class
> 400 Extremely wet.
3.00to 3.99 Very wet.
2.00to 2.99 Moderately wet.
1.00to 1.99 Slightly wet.
BS0to .99 Incipient wet spell.
49to —.49 Near normal.
—.50t0 —.99 Incipient drought.
—1.00 to —1.99 Mild drought.
—2.00 to —2.99 Moderate drought.
—3.00 to —3.99 Severe drought.
= —4.00 Extreme drought.

periods unless one also recognizes and takes
account of the wet periods. For example, a rela-
tively dry month such as August 1935.in central
Towa (see table 6) will appear as a separate drought
period unless one recognizes that this month
constituted only a slight and probably beneficial
interruption in a fairly long period of unusually
wet, weather.

9. END OF DROUGHT (OR WET SPELL)

Generally speaking, the beginning of drought
closely follows the onset of an extended period of
unusually dry weather. It follows, therefore,
that the end of meteorological drought should
coincide with the time when some rather major
and fairly abrupt readjustment in the large-scale
circulation pattern begins to produce weather
which is normal or wetter and continues so for a
significant length of time. This return to normal
weather terminates the meteorological drought,
but it does not ordinarily end the effects of the
drought. The effects may linger for weeks or
months or even years depending on which effects
are considered [70]. These persistent -effects
constitute a separate problem which is outside the
scope of this study.

CHANGES IN THE SEVERITY INDEX

If a drought has been going on and the weather
turns consistently normal or wetter, the severity
index will, by equation (25) eventually reach zero.
However, it does not seem reasonable to require
that the index drop all the way to zero before
concluding that a drought has definitely ended.
From examination of a number of cases this seems
to be too stringent a requirement. For example,
a drought that was just barely established, say
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X=-—1.10, would, by equation (25), require
Z=+4-2.97 in order to reduce the index to zero
in a single month. This seems like an excessive
requirement, but it is plainly so if one computes
the number of months of exactly normal weather
(Z=0) required to bring X to zero. This can
also be done from equation (25). We find that
X reduces from —1.10 to —0.99 in 1 month, to
—0.52in 7 months, and approaches zero in about
3 years. Obviously, one would consider the
drought over long before the end of 1 year of
normal weather, let alone 3 years. On the other
hand, if one ends drought as soon as the index
is numerically less than —1.0, normal weather
would end the —1.10 drought in a single month,
This is a little extreme in the other direction,
because it would certainly not be a definite fact
that a drought had ended merely because one
month had been normal.

From the speculations above it would appear
reasonable to assume that drought ends when the
severity index reaches some value between 0 and
—1.0. In order to have some consistency and at
the same time not risk breaking long drought
periods into a number of short but barely separate
drought periods, the lower limit of incipient
drought, —0.50, was chosen as the value of X




which will be considered to definitely end a
drought. In other words, as soon as the severity
index reaches the ‘“near normal” category, which
lies between —0.50 and -+40.50, no drought
exists.

DETERMINING THE END OF A DROUGHT

In the previous section it was assumed that
drought can be considered as definitely terminated
as soon as the drought index reaches the ‘‘near-
normal’”’ category. The question, then, is, how
much moisture would be required to reduce the
severity of a given drought to —0.50? This can
be solved by substituting the appropriate values
into equation (25). Let X,=--0.50, then

"‘0-50=X1_1‘{"Z/3“‘0.103X1_1
and
Z=—2.691X,_,—1.50.

Therefore, the Z-value that will end a drought in a
single month is:

Z,=—2.691X,_,—1.50. (28)

By saying that drought has definitely ended
when X=—0.50, we are also saying that there is
some algebraically smallest value of Z which could
occur month after month and eventually produce
X=—0.50 for month after month. When this
occurs AX=0 and X, ;=—0.50, so by equation
(24) one finds that Z=-—0.15. This indicates,
and quite reasonably so, that a drought period
can end even though the weather is consistently
just slightly drier than normal. Therefore, any
value of Z> —0.15 will tend to end a drought, and
the “effective wetness’ is:

U,=7-+0.15 (29)

(After a drought has definitely begun (X< —1.00),
equation (29) applies to the first “wet” month;
i.e., the first month having Z>-—0.15. U,
should then be computed for each successive
month until the computations show either a 0
percent or a 100 percent likelihood that the
drought has ended.)

If the amount of wetness required to end a
drought in the first wet month (Z, from equation
(28)) is greater than the effective wetness (U,
from equation (29)) for that month, the drought
severity will decrease, but the drought has not
definitely ended. However, since the drought
severity will have been diminished by the first
wet month, it will not require as much wetness to
end it the second month; i.e., Z, will be smaller

the next month and the total amount of wetness
required to end the drought will be the new Z,
computed for the ith month plus the previously
accumulated wetness, viz,

Zﬁ% U,_,~U,

where

U=U,, % refers to the ith month; i.e., the month
being considered, 7 indicates the number of months
of lag; e.g., U,_; at j=1 refers to the value of U,
in the preceding month, and j=3*, the upper limit
of the summation, indicates that U, is to be
summed back in time to and including the value
at the j7* month, where the 7* month is the first
month of the current wet spell. If =U,<0,
ZU=0. Otherwise, one comes out with nega-
tive probabilities. (See table 12, column 5.)

The percentage probability 7 that a drought has
ended is therefore:

S,
=

_ 100V
j=j*
ze+j=é0 U._,~U,

Q

P, X100= (30)

Now it frequently happens that a drought
period is temporarily interrupted by a month or
so of abnormally wet weather. Such occurrences
nearly always give rise to speculations that the
drought has ended. From the strictly soil mois-
ture standpoint of agricultural drought, the
drought has ended, at least temporarily; but from
the meteorological standpoint or even from an
economic standpoint the short wet spell may turn
out to be of little consequence. The wet August
of 1933 in western Kansas is a good example of a
temporary interruption of a serious drought. The
drought had begun in July 1932 and by the end
of July 1933 the drought index stood at —4.07,
which is extreme drought for the area as a whole.
August 1933 was cool and wet over the area.
The average precipitation was 4.91 in. and the
index for the month was Z=+3.59. This was,
however, far from enough moisture really to end
the drought. From equation (28) one can com-
pute that Z, the amount needed to end the
drought in August, was 4+9.45. From equation
(29), the effective wetness, U,=+3.74, and from

TP, actually expresses moisture received as a percentage of the amount of
moisture required definitely to terminate a drought. Of course, the proba-
bility that a particular drought has ended is either zero or 1.0, but it is con-
venient to think of P, as the probability that & drought kas ended.
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equation (30) the probability that the drought
had ended turns out to be 40 percent. The
drought index stood at —2.45 at the end of August.
However, the dry weather was resumed in Sep-
tember and October (see table 5), and the proba-
bility that the drought had ended had dropped to
12 percent by the end of October. Subsequent
dry weather reduced the probability to zero in the
spring of 1934. If, however, the wet August had
been followed by continued wet weather, the
probability that the drought had ended would
have reached 100 percent and the last month of
drought would have been the last month in which the
probability was not greater than zero; 1.e., July 1933.

DETERMINING THE END OF A WET SPELL

In order to treat wet periods methodically in
the same fashion as dry periods, some sign changes
are required in the equations for computing the
probability that a dry spell has ended. To
determine the index, Z, which will end a wet
spell in a single month, an equation similar to
equation (28) must be developed. In this case
one can substitute X=+40.50 in equation (25) and
get:

Z=—2691X, ;+1.50. (31)

This gives a measure of the amount of abnormal
dryness (—Z) required to reduce the severity of
a wet spell to +0.50 in a single month.

Just as a drought period can end even though
the weather is consistently just slightly drier
than normal, a wet period can also end with the
weather continuing very slighty wetter than
normal. By substituting AX=0and X, ,=+40.50
in equation (24) one gets the value of Z which will
tend to end a wet spell. The “effective dryness”
becomes:

U,=Z—0.15. (32)

Equation (30) for determining the probability
that a drought has ended can be used to compute
the probability that a wet spell has ended.?

The following section describes the procedure
for using these equations to make a complete
climatological analysis of the moisture aspects
of the weather. The term, severity, which is
ordinarily applied to drought rather than to wet
periods, is here applied to both. This may not
be a very accurate use of the term, but it is con-
venient, and there does not seem to be a satis-
factory word to use in place of it.

8 In equation (30), U= Ug for the case in which the termination of a wet
spell is being considered.

10. PROCEDURE FOR COMPUTING SEVERITY OF DROUGHT AND WET
SPELLS

In order to carry out the computations for
determining monthly drought severity, X, from a
long series of monthly values of the index, Z,
one must keep track of the wet spells as well as
the dry spells. Therefore, a number of things must
be computed for each month. For example, when
there is no drought or wet spell going on, one
must each month compute the ‘‘probability”
that a wet spell or a dry spell has begun. After
this probability has reached 100 percent and a
drought or a wet spell is actually underway,
one must examine each month in turn to determine
the probability that the spell has ended and at the
same time determine the probability that a spell
of the opposite sign has begun.

The computations are really quite simple.
Were they being made by hand, simultaneous
computations of wvarious items would not be

necessary because one could easily go back and
pick up anything that later turned out to be im-
portant, but for machine data processing the
simultaneous computations save time in the long
run. The computational routine will be explained
by describing an example.

Table 12 shows a 40-month period from the
western Kansas record. It was necessary to turn
so far back into history for the example, because it
was difficult to locate a short period that would
illustrate most of the points that can come up.

There are four sub-routines illustrated. Col-
umns 3 to 8 show the routine for computing the
probability that a drought or a wet spell has
ended. Columns 10 to 12 show the routine for
computing the probability that a wet spell has
begun. Columns 13 to 15 show the routine for
computing the probability that a drought has
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begun. Columns 16 to 18 show the computations
for determining the severity of any wet spell or
any drought that has been established.

Prior to the period shown in table 12, the
weather had been slightly dry and “near normal.”
The index value, Z, for March 1888 was +0.81
and had produced a severity index value of +0.27.
This value of X, (which would have appeared
in col. 12) indicated a 27 percent chance that a
wet spell had begun with March. April was
rather wet with Z=3.13 (see col. 2 of table 12)
so no “probability of end” computations are
necessary. April was the second wet month in
this spell and the next step is to determine the
probability that a wet spell has begun. This is
done by equation (25) and turns out to be 1.28
as shown in column 12. Without, at this point,
going into the details, column 15 shows that
there is a 0 percent probability that a drought
has begun. However, a wet spell has been defi-
nitely established; therefore X,=X,, ahd sub-
sequent computations for this spell are transferred
to columns 16-18. (Remember that X, is re-
served for indicating the severity of any wet
spell or any drought which has become definitely
established; i.e., X;>1.00 or X,< —1.00). Col-
umn 19 will be discussed later. So, at the end of
April we have a wet spell underway.

By the end of May the wet spell has continued
and intensified as shown by the fact that X,=1.55.

June was drier than normal; Z=—0.73. The
first operation is to determine the probability
that this dry month has ended the wet spell.
From equation (31) Z,=—2.67. By equation
(32) one finds that U,=—0.88, as shown in
column 4. This is the first dry month, so V="U,,
and by equation (30) we get a 33 percent chance
that the wet spell has ended. The computations
for this particular wet spell have been shifted
from column 12 to column 18, so X,=0. Inas-
much as this was a dry month, it may turn out
to be the beginning of a drought period, provided
that this wet spell ends. The drought severity
index, X, in column 15, turns out to be —0.24
(from equation (25)). This shows a 24 percent
chance that a drought has begun. We must
continue to compute X, until this particular wet
spell ends. Column 18 shows that the dry month
has reduced the wet spell index to 1.15.

July, being a little wetter than normal, reduces
the probability that the wet spell has ended to
26 percent. It also reduces the probability that
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a drought has begun to 8 percent (col. 15). Even
though there is only a 26 percent chance that this
wet spell has ended, we must compute the proba-
bility that July marks the beginning of another
wet spell, because under certain rare circumstances
a value of X, for this month will be needed later
on. For example, this or any wet spell will have
ended if the weather is near normal month after
month. When this happens, it turns out that
the best measure of the weather (X in col. 19)
must be obtained from the computed values of
X; and X;. Therefore, both must be computed
at every opportunity.

August ends all questions about a drought
beginning or a near-normal period being underway,
because it was so wet that P, dropped to 0 percent.
Since the probability of ending dropped to zero,
we must wait for a subsequent dry period to end
the existing wet spell. Note also that when
P.=0, X, and X; also equal zero.

We do not have to wait long for another dry
period. September 1888 was rather dry and
starts a new ‘“‘ending period.” Looking ahead we
note that by the end of December I°, has reached
100 percent. Actually P,>100 percent, so it is
entered as 100. Therefore a wet spell has been
delineated as beginning with March and extending
through August 1888. April, May, June, July,
and August qualify as “slightly wet” (refer to
table 11). Having defined the beginning and
ending of the wet spell, we can now determine
the proper values for X (col. 19). During the
early portion of the wet spell, before X, reached
1.00 (not shown), X=X;; thereafter X=X, until
August, the last wet month.

Inasmuch as the period September through
December 1888 was essentially dry and finally
produced P.=100 percent, the X; values entered
for September, October, and November are of
interest only in that they enable one to compute
the values in column 6. By December there is
no more interest in X; (P,=100 percent) for this
past wet spell; so X;=0.

September began a 9-month period in which
neither a drought nor a wet spell became estab-
lished. X, and X, were computed at every
opportunity, of course, and during most months
we have two severity index values, one indicating
slightly wetter than normal, the other indicating
slightly drier than normal. Which one best
represents the weather for each month?

If one accumulates the Z values from September




1888 through June 1889 and prepares a time graph
of the accumulated sum at the end of each month,
the following points will be readily apparent.
Note in column 2 that the period September
through December 1888 was predominantly dry
and that the wetness index, X; in column 12,
became zero during December. During December
and on back through this predominantly dry
period assign X=X,.

Following the slightly dry period was a period
which was, in general, a bit wet. This wet
period began in January 1889 and continued
through July 1889. During this period the
drought index, X, was gradually approaching
zero and finally reached zero in March of 1889.
During March and on back through this pre-
dominantly wet period assign X=JX,.

The next month, April, was wetter than normal,
so X, is again zero and X=X,. For the same
reason X=X, in May. June produces an X;
value >1.00, so X,=X; and X=X, July was
wet also, and X, is set to zero, X,=0, and X=2Xj.
August was slightly drier than normal and pro-
duces a small chance (13 percent) that the wet
spell has ended. X, remains zero, but X, is —0.02.
Uncertainty exists as to whether the wet spell has
ended or not. There is no way of knowing (at
the end of August) whether X should equal
0.98 or —0.02. The assignment of the X value
for August must await further developments.

September was rather dry; P, reaches 100 and
answers the question left over from August. The
wet spell ended; therefore, X=—0.02 in August
and —0.70 in September.

October was wet. This again reduces X, to
zero, so X=2X;. November was also slightly wet
and again X=X,.

December was dry and began what later turned
out to be a brief mild drought. However, during
December and on through January 1890, the
computations give values for both X and X,.
(X, has remained at zero because no drought or
wet spell has become established during this
period.) Again there is a period of uncertainty as
to whether X should equal X; or X,. By the end
of February X, dropped to zero, so we assign
X=X, in February and also for the preceding
January and December.

This systematic procedure of assigning the value
of X in accordance with the times when X, and
X, equal zero enables one to obtain an index value
for each month when no drought or wet spell is

underway. This somewhat arbitrary rule almost
always assigns what appear to be reasonable values
for the final index, X. Once in & while one can
argue that the wrong value has been assigned, but
in such cases X; and X, are both so small that
there isn’t really much room for argument either
way.

March 1890 established mild drought and
X,=X, and X=X April put an abrupt end to
the drought as shown by P,=100 percent. For
April X; again becomes zero and X=X,.

May 1890 marks the beginning of another
drought period of 8 months duration. This
drought reached its greatest severity, —3.22, by
the end of September. The next 3 months were
drier than normal, but not sufficiently dry to
maintain the severity that was reached in Septem-
ber, and the severity generally decreased until
the abnormally wet weather beginning with
January 1891 brought an end to this drought
period. By May it was definitely established
(col. 8) that the drought had ended and that
another wet spell had begun.

If the above discussion seems confusing at first,
please recall that table 12 covers a period which
was selected to illustrate all aspects of the many
problems that can arise. During many rather
long periods of the record, such as that shown in
table 4, the only computations consistently Te-
quired are those for X because & serious drought
is underway and only occasionally does one en-
counter a month that is sufficiently wet to require
computation of the probability that the drought
has ended. The slightly wet May 1933 in Kansas
produced a 6 percent probability that the drought
had ended, but this dropped to zero the follow-
ing month. The wet August 1933 produced a 40
percent probability that the drought had ended,
but the probability never got above 47 percent (in
February 1934) and by the following spring it
again became zero, thereby bringing an end to the
computations of P,, X, and Xs.

August 1933 in Kansas raised one problem that
is not included in the example in table 12. This
month produced a 40 percent probability that the
drought had ended, and it also produced an X
value of 1.20 which indicates that a wet spell has
begun. However, in this case—and a very few
others like it—the drought did not end, and we
cannot use this as the beginning of a wet spell
unless the drought ends. In such instances X,
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does not equal X; and the X, computations must
be continued in column 12 until P, reaches zero

or 100 percent or until X, returns to zero.

It might be well to point out that tables 1, 4,
and 12 make up the work sheet that one uses to
make these computations.

11. RESULTS FOR WESTERN KANSAS DROUGHTS

The monthly index computations were carried
out for western Kansas for the 71-yr. base period,
1887-1957, and later for the years 1958-1962.
The values of X are listed in table 13. Let us
examine the index values for some of the individual
months to see what one might conclude as to their
reasonableness or representativeness.

As has been pointed out previously, there is
hardly any satisfactory means for checking the
validity of index values which indicate “mild” or
“moderate’’ drought. However, ‘‘extreme”
drought produces conditions which can be recog-
nized and more or less agreed upon.

THE DROUGHT OF 1894

It is difficult to locate any very concrete in-
formation concerning the drought of 1894 in
western Kansas, but the following statements are
indicative of the situation. Tannehill [43] wrote,
“. .. the great drought of 1894 brought complete
crop failure and disaster [to the Great Plains].
As many as 90 percent of the settlers abandoned
their farms in some areas.” In the Department of
Agriculture Yearbook for 1894 [11] we find,
“During the prevalence of this hot period [in
late July 1894] the prospects for crops [over
portions of Kansas and Nebraska), already un-
favorable on account of prolonged drought, were
greatly reduced. Much corn was completely
dried up and cut for fodder.”

From other sources [13] it is apparent that
western Kansas was included in these rather
general statements. At any rate 1894 has gone
down in history as a year of disastrous drought
and it seems reasonable to assume that the drought
was ‘‘extreme’” during at least the latter part of
the summer. In table 13 the index indicates
extreme drought (> —4.00) from July through
December 1894.

THE DROUGHT OF 1913

The next serious dry period in western Kan-
sas reached its peak of severity in August 1913.
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Fortunately, the drought months during 1913
did not follow directly on the heels of the
very dry period of 1910 and 1911; the inter-
vening year of 1912 was abnormally wet.
Even so, 1913 produced some memorable com-
ments in the Monthly Weather Review of August
1913 [17]. For example, ‘““The month [of August]
will long be remembered as one of the most
disastrous from an agricultural standpoint ever
experienced.” Also, “The drought of the summer
of 1913 was one of the most damaging droughts
that Kansas has experienced since authentic
weather records were begun in the State.” And,
“. . . with the possible exception of the summer
of 1874, the summer of 1913 stands alone as the
driest the State [as a whole] has experienced since
the early fifties. . . .’ The index shows moderate
drought in July and extreme drought in August.

THE DROUGHT OF THE 1930°s

Agricultural Aspects.-——The drought during the
1930’s was the longest and most serious of record
in western Kansas. Between August 1932 and
October 1940 the index indicates 38 months of
extreme drought. There is a great deal of infor-
mation about this drought period and its effects.
Many books and innumerable articles have been
written. One useful source of information of a
agricultural nature is the Weekly Weather and
Crop Bulletin [65]. From the Kansas reports
representative remarks pertinent to the western
third of the State are listed below.

July 25, 1933.._._. Corn needing rain badly and some
greatly damaged.
Aug. 1,1933_..___ Pastures poor or dried up, cattle

being shipped out in some locali-
ties. Stock water scarce in many

places.

June 26, 1934_____ Needing rain badly in all parts.

July 3, 1934 _____ Hot and dry. All crops need rain
badly. Corn condition critical,

crop badly stunted. Pastures in-
sufficient to support livestock in
much of west.

July 17, 1934_____ Corn stunted and burned until




TaBLE 13.—Drought (and wet spell) index, X, western Kansas

creasing numbers.

Feb. Mar. Apr. June July Aug Sept. Oct. Nov. Dec

~0.18| —0.20| ~0.81| —0.8| —0.34| -—08] —119 0.82| —0.05| =-012{ —0.31 —0.38.
54 | —1.02 .27 128 1.55 115 1.17 179 -.70 —. 40 —.55 —.84
62 .47 .65 77 .95 1.10 L1l —. 02 —.70 .69 .74 —.60
45 -5 —112 .81 .95 =179 —2.83| -—3.08| —3.22| =-3.20| -2.09 —3.16
62 .31 1.35 107 .60 2.75 4,21 3.78 4.74 4.43 3.68 3.87
44 3. 56 4,01 3.27 .55 3.99 3.91 4.13 —.70 —.98| —113 ~. 93
10 —1.25| —L56] —232 .88 | —3.49 —3.31| —3.09| —2.8| —306| -—2096 —3.12
99| ~2.34( —251| —2093 .63 | —3.76 | —4.26| —4.97| —449| —468| —4.70 —4,08
60| —2.71| -—275| —2.98 . 90 .78 2.34 2.15 —.70 —.79 —.64 —.62
17 —. 64 —.79 —.03 .64 —.51 —. 54 —.73 ~. 54 —. 09 —-.19 —. 48
03 27 .39 1.39 .83 .62 77 1.41 1.00 2.13 —.25 .02
28 —-.32 —. 61 —.91 .82 165 1.90 1.27 2.37 2.10 1.89 2.20
—. 06 —. 06 —. 53 28 .12 1.32 —-.92| —112| -—1.39 .63 .65

32 .59 .38 184 36 —.10 —.15 —. 94 .93 —.58 —.94 —1.16
19 .03 .28 .84 58| —120] —2.23] —1.88 -0l | —L07| -—l47 —1.49
29| ~129 ~.98 | —1.62 .31 .46 .52 .46 89 1.27 —. 39 —.35
51 158 1.35 174 . 43 2.58 2.81 3.02 —. 62 —.72 —.70 —.95
17 —1.5 | —211] —2.08 .05 .49 .67 .83 L11 1.12 ~.53 17
47 .46 .32 1.42 .96 1.87 3.06 2.37 2,18 186 2.52 1.96
71 1.30 1.59 2.05 .47 1.56 2.48 2.51 2.92 3.63 3.50 -1
07 ~.35 —.87 | =197 .56 .16 .42 .51 - 18 —.23 —. 51 .55
21 .45 —63| —149 .94 .64 .69 .62 —.66 25 114 —.28
34 —.52 —.07 —.68 .89 1.05 1.27 —. 87 22 33 1.98 2.23
20 1.98 —.88 | —1.46 .44 | —2.05| —2.58| ~—193| —219| —2.71| —205 —3.02
05 =179 —226] —246 .78 1 —4.03| —3.71| —3.28| —3.66| —3.24] —2.05 73
45 1.47 2,11 2.08 .37 2.09 2.32 3.60 3.64 —~.35 —. 43 -7
75 —.44 —. 68 —.79 72| —190| —2.87| —4.12 112 .54 .70 2.62
20 ~.16 —. b4 —. 51 .53 .56 .56 .81 —. 69 —.57 | —L13 —1.06
09 .63 .95 1.66 L 11 4.08 5.59 7.53 7.87 7.49 6. 51 5.86
5. 66 —.17 —~.57 —.24 .81 =8 —LI8| —L22| —16| —1.70] -—1l02 —1.84
81| —205| —218| —2.01 .87 —2.58| —3.16| -—2.66| —213| —2.87| =249 —2,50
21 —19| —1.5| -—1.32 24| —2.34| —217| —2.58 .48 .92 .71 2.58
. 16 2.81 2.86 3.38 . 06 3.1 3.22 2.17 2.95 2,84 3.09 2.58
13 159 .99 114 .06 .85 .58 .95 1.46 2.14 1.96 1.83
98 ~.17 —. 67 —.51 .05 17 .33 —. 44 —.37| —Loo| —l41 -1.25
30 .01 .64 1.35 .44 —.19 —. 06 —50 | —L2%| -—18| —159 —1.83
09| ~230| -231| —22 77 2.69 3.37 3.78 4.54 6.14 5.52 5.26
.75 4.63 5.68 —. 06 .21 —.73 —.70 —.72 —.47 —. 57 ~.96 —.32
.50 —78| -—124| —157 11 —3.00)] —3.12) -—293| —138| -—124 —.87 —1.06
13| —L44| -1L12| —1.831 86| —2.34| —2.56| -—2.8 | —2.72| -—3.22| -—277 —2.43
401 -216| -—L54{ -—1.921 .17 .59 .81 1.64 .01 —-.67 | —1.08 —1.24
50 .45 .64 .30 .40 2.92 3.94 4,39 3.78 4.40 4.71 4.25
.84 3.59 2.97 2,52 . 58 2.25 2.18 162 2.05 2.16 2.78 ~.26
.26 —76| —L09| —1.32 .98 | —1.24| —1.46| —1.53 .01 2.63 3.18 2.94
. 54 2.68 3. 53 3.37 .02 —.38 —.81 —.70 | —Leé4| —180 .30 05
63 .34 .41 .44 .85 1.05 —.53} —L22| -—1.33| —152| ~-1.80 ~1.84
07 | —2.23| ~-2.55| —2.45 14 | —3.46 | —4.07( —2.45| —2.69| —2.94| —2 59 —2.15
—L56| —168| —256 741 —420| —547| —596| —531 —533| ~4.96 —4.80

56| —4.60| —4.8 | —546 07| —3.64| —465| —511] —4.26] —4.23| =—3.5 —3.45
121 —317| -3.50| —3.08 .99 | —3.81 | —4.90| —555( —479] —444| —4.50 —4,12
71| —3.54| —-3.17| —3.71 .48 | —4.31| —490| —547| —534| —487| —476 —4.46
32| —4.11| —3.90| —349 .43 | —2.48 | —2.67| —3.65] —2.09| —3.52| —3.50 —~3.53
191 —2.58| ~1.94| —2.922 .96 | —3.16 | —3.98| —4.48| 52| —5055| ~b 44 —4.80
—3.83 | —3.29| -—3.37 771 =3, —3.87| —3.13| —2.8 | —331 .63 .61

13 124 116 1.59 . 10 . 4,73 5.13 5.74 6.12 5.46 5.10
55 4,29 4.08 5.24 .19 . 4.32 4,33 4,07 4.61 3.90 3.89
—. 55 —.71 —. 89 23 -1 ~L96| —214| —2062| —273| —2.86 .20

1.42 1.85 418 .87 . 5,42 5.02 4,03 8.59 3.49 3.44

3.36 2,46 2.90 .33 . 2.31 2.12 2.01 —. 42 —.91 —.87

—. 98 —.67 1 —1.81 44| LT —2.33 | —2.62 .69 3.43 4,94 4,33

4.03 4,93 4.31 . 02 . 5.05 4,09 2.74 1.82 1.95 2.98

2.47 3.18 1.92 .62 , & 2. 60 3,27 2,39 161 118 .91

142 2.00 191 . 86 . 5.17 6.11 5.39 5.28 —. 65 —.75

-9l ~109| —152 82| -2 1.78 3.80 3.48 2.84 2,20 1.56

1. 57 1,36 1,25 . 40 . 5.82 6.27 6.74 6. 02 5.41 4.65

3.40 3.47 3.67 22 —1. —2.22| —2.02| -—265| —308; —262 —2.34

—2.64 | —2.50{ —298 .45 | —3. 5 —3.47 | —3.14| ~-878| -—337| —214 ~1.39

—-1.69 | —173| -—2.5 .91 | —2.60 ) —3.42 | -3.45| —3.96| —3.44| —3.70 —3.55

—2.95| —3.08| -—3.15 571 —2.38| 350 —4.21| -—3.42| -—38]| 379 —3.63

—2.98 | -3.16| —355 40| —543| 531 -565| —6.20] —614| —5178 —5.70

~5.22 1.31 1.53 67 3.87 4,07 3. 64 3.91 3.74 3.45 2.65

2.41 3.74 3.52 68 3.61 5.28 5.71 5.18 4,09 3.88 3.44

2.99 3.10 2,34 91 1.04 .98 .76 1.35 2. 64 2.15 1.91

3.74 3.80 3.43 12 3.51 3.04 2,11 1.88 1.99 1.86 1.89

.88 1.02 .67 16 1.56 1.78 2,27 L. 61 1.38 2.06 1.95

1.52 1,91 1.30 79 2.03 3.12 2.83 2.98 —.35 —.41 —. 54
almost ruined. Pastures too poor Sept. 4, 1934______ Russian thistles being put up as

to support livestock. fodder.

Aug. 7, 1934 Conditions worst ever known in Oct. 9, 1934______ Winter wheat sowing delayed by dry-
many places. Corn not sufficient ness and crop making little growth.
growth even for fodder in many Nov. 27, 1934_____ Wheat fields bare in nearly all of
western counties. western third.

Aug. 14, 1934 Pastures generally bare. Distressed Feb. 27, 1935______ Severe duststorms.
animals being shipped out in in- Apr. 16, 1935_____ Severe duststorms; practically no

pastures in western half.
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Duststorms [continue] frequent in
western half; wheat crop very poor
to poor in western half and deteri-

orating.

May 28, 1935.____ Rain. Pastures greening.

July 2, 1935 ____ Moderate rains in northwest, south-~
western counties are needing mois-
ture.

July 30, 1935_____ Dry. Much [of corn crop] damaged

beyond recovery. Pastures dete-
riorating rapidly in west.
Aug. 27, 1935_____ Corn in southwest counties not worth

cutting. Grain sorghums badly
stunted. Pastures deteriorating.

Oct. 29, 1935_____ Wheat very poor to poor in extreme
west.

Nov. 19, 1935_____ Forage scarce in most of western half
where wheat pastures poor.

Mar. 17, 1936_____ Duststorms again reported.

Apr. 21, 1936______ Many [wheat] fields bare.

May 26, 1936_____ Pastures much improved.

June 23, 1936_____ Wheat badly damaged.

July 28, 1936______ Little [corn] in the western half will
be fit for forage.

Sept. 1,1936______ Pastures brown and scanty.

Nov. 24, 1936_____ Wheat needs moisture rather badly;
some soil blowing. Pastures scanty.

Dec. 1, 1936____._ Wheat deteriorating. Moderate dust-
storms.

Mar. 2, 1937._____ Considerable damage from previous
duststorms. Substantial moisture
badly needed.

Apr. 27, 1937_____ Duststorms frequent.

May 25, 1937____._ Wheat deteriorated in most of west
and greatly damaged in southwest.

June 22, 1937_____ Pastures weedy in west [from pre-
vious rainsl.

July 20, 1937____._ Corn stunted and not tasseling.

Aug. 31, 1937..___ Soil moisture very deficient. Pas-
tures dried badly.

Sept. 28, 1937_____ Duststorms in southwest.

Nov. 16, 1937_____ Duststorms. Wheat deteriorating,.

Dec. 7, 1937______ Wheat deteriorating in southwest.

Apr. 26, 1938.____ Duststorms.

June 28, 1938_____ Corn making satisfactory growth.
Pastures improving.

Aug. 30, 1938_____ Soil very dry; corn badly burned.

Sept. 20, 1938..___ Soil moisture sufficient for early
growth {of wheat].

Nowv. 15, 1938_____ Many wheat fields bare, some showing

drill rows and, in favored localities,
covers ground; root system there

poor.

Dec. 6, 1938______ Wheat deteriorated.

Jan. 10, 1939_____ Heavy duststorms.

Feb. 21, 1939_____ [More] duststorms.

Mar. 14, 1939_____ Sufficient topsoil moisture for present
needs and outlook is improved.

Apr. 11, 1939_____ Soil moisture now ample except in
some western counties. Winter
wheat improved; rank growth in
southwest.

May 2, 1939__.___ Winter wheat deteriorated.

May 23, 1939_____ Lack of rain being felt in west,
especially in southwest where con-
dition serious. Wheat deteriorated.

Aug. 1,1939______ Corn deteriorated; bulk in west
damaged beyond recovery.
Sept. 5, 1939_.____ Record-breaking heat, soil moisture

badly depleted. Condition of all

crops declined. Wheat seeding
halted account dry soil.

Oct. 17, 1939__ . __ Severe duststorms. Pastures very
poor.

Oct. 31, 1939_____ [Still] waiting for rain [before seeding

winter wheat]. Sowing so far has
been done in dust.

Nov. 28, 1939_._.__ Much [wheat] not germinated, seeding
still underway.

Dec. 19, 1939_____ Winter wheat condition generally
lowest on record. Duststorms.

Mar. 5, 1940______ Moisture ample for current needs.

Apr. 30, 1940_____ Moisture deficient in western third,

especially in southwest where dust-
storms [occurred]. Wheat fair in

west.

May 28, 1940_____ Wheat crop poor and weedy. Pas-
tures growing well.

July 2, 1940 .. ___ Hot winds shriveled [wheat].

July 30,1940______ Severe damage to corn; half to three-

fourths tassels burned white. Grain
sorghums deteriorating. Pastures
not sufficient to support livestock.
Aug. 13, 1940____. Rain adequate for current mneeds.
More than half of corn [Statewide]
past help. Pastures poor, but will

revive.

Aug. 27, 1940_____ Soil mostly too dry [for wheat seed-
ing]. Pastures poor.

Oct. 1, 1940 _____ Topsoil moisture sufficient to abun-
dant. Bulk of wheat up to excel-
lent stands.

Oct. 29, 1940_____ Moisture badly needed. Wheat

growth slowed. Pastures dry.

Dec. 3, 1940_.____ Soil moisture penetrated to 1 to 2
feet or more. Wheat good to
excellent condition with sufficient
moisture to carry it through the
winter.

Dec. 24, 1940_____ [Wheat] prospects better than for a
considerable number of years.

When one compares these remarks with the
index values for the corresponding months in
table 13, it becomes apparent that the index
numbers are fairly representative of the severity
of the agricultural drought. Consider, for in-
stance, the fall of 1939. Many accounts of this
great drought of the 1930’s fail to point out that
this was the worst fall season that occurred. The
index indicates extreme drought, and the pub-
lished remarks during October, November, and
December substantiate it: pastures were very




poor; it was too dry to plant wheat; and dust
storms raged nearly every week.

Vegetative Cover Measurements.—Weaver
and Albertson [70] have presented so many ob-
servations and interesting details of the effects of
drought on the plant communities of the Great
Plains that it is difficult to select an illustrative
example. However, the basal cover measure-
ments which they made annually (apparently in
the fall) for over two decades in an ungrazed
area, near Hays, Kans. are indicative of the
seriousness of the drought that prevailed in the
1930’s and again in the 1950’s. (Hays lies just
to the east of the western Kansas area studied
here.)

The most interesting feature of the figures in
table 14 is the fact that they show that the drought
in the 1930’s was essentially continuous until re-
vival of the vegetation began in 1941. The data
(not shown) from the moderately grazed and
overgrazed plots at Hays show a much more rapid
deterioration of basal cover during the initial
drought years. The overgrazed plot was reduced
from 80 percent cover in 1932 to 30 percent cover
in 1934. The minimum of 3 percent was reached
in 1936. Some slight increase in cover took place
in 1937, 1938, and 1939, but by 1940 the cover
was only 14 percent. Incidentally, recovery in
1941 was slightly more rapid than on the un-
grazed area.

The Duststorms.—Other aspects of the
drought picture in western Kansas during the
early 1930’s have been pieced together by Johnson
(23]. He paints a fairly vivid picture of the trials
and tribulations of those people who were strug-
gling to eke out a living from the land during
those dry years. From Johnson as well as from
the numerous publications of Albertson and co-
workers at Kansas State College, Fort Hays, it is
very clear that much of the notoriety associated
with the years of 1934-1936 is a direct result of

TasLE 14.—Total basal cover of short grasses in an un-
grazed prairie near Hays, Kansas (after Weaver and
Albertson [70])

Year Percent|| Year |Percent|| Year |Percent|| Year {Percent
cover cover cover cover
i
1932 ... 89 || 1938____ 30 || 1944.__. 95 || 1950 91
1933.._____ 86 || 1939..__ 22 || 1945.__. 93 || 19561.___ 90
1034 _____ 85 || 1940_.__ 20 [ 1946.._ 89 || 1952____ 93
1935 ... 65 || 1941__ 56 (| 1947_. 88 || 1953_. 38
1936_...--- 58 || 1942__ 94 || 1948___. 93 || 1954____ 20
1937 ____ 26 || 1943__ 90 || 1949.. 92
]

the unusually strong winds which created the

terrible duststorms during those years. The
wind combined with the drought to produce the
disastrous conditions and the publicity. Other
years have been about as dry and nearly as warm,
but they lacked the strong winds, and the droughts
were therefore less spectacular as well as less
damaging.

Disaster Declaration.—On June 19, 1934
Congress passed an emergency appropriation bill
providing funds for the purchase of drought-
stricken livestock. This program got underway
at approximately the same time that the index
indicates the existence of an extreme drought
condition. Apparently at that time there was
recognition that an extreme and disastrous con-
dition had developed. On this basis one could
postulate that extreme drought may well have
coincided with the conditions which led to an
official designation of “drought disaster area.”

THE 1950’s DROUGHT

The drought which began in Kansas in 1952
was a very serious matter by the summer of 1953.
At the end of June the drought index indicates a
severe drought. On the last day of June the
Disaster Designation Committee of the U.S. De-
partment of Agriculture, on the basis of first-hand
reports from the drought area, declared all 31
counties of western Kansas a disaster area.
Although the index does not show extreme drought
it is interesting to note that the index value is
very close to the value it had when drought
disaster was recognized in 1934.

By the end of September 1953 the drought
situation was even more critical. The index is
—3.78 and the agricultural reports [66] indicate
a serious shortage of feed with farmers faced with
the choice of selling part of their breeding herds
or buying high-priced feed. Table 14 shows the
astonishing decrease in measured basal cover that
had occurred during 1953. Also the streamflow
records (table 15) indicate that only 1956 and
1939 produced less runoff during September
than did 1953.

In September of 1954 the moisture shortage
was apparently more pronounced; but, the
published Crop Bulletins for that period are
unfortunately rather vague. The comments are
so general that it is difficult to tell very much
about the specific situation in the western part of
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Kansas. From reading all the reports one is
aware that the area was very dry with delayed
wheat seeding, feed shortages, and poor prospects
in general.

The streamflow data for September 1954 show
very slightly more runoff than during September
1953, but apparently this was the result of fairly
heavy rains between the eastern border of the
area and the gaging station at Beloit. The
basal cover data in table 14 give a specific bit of
information which reinforces the idea that very
serious drought conditions existed in September
1954,

In 1955 the spring rains again produced some
temporary alleviation of the drought, but during
July the situation became critical and the Kansas
Weekly Weather and Crop Reports [63] of August 2
indicate that the crop, pasture, and hay prospects
were fading rapidly, with supplemental livestock
feeding on the increase. By the end of August
(report of Aug. 30) it was apparent that many
grain sorghum fields would not head, corn would
not produce grain, and the pastures were supplying
practically no feed at all. Further evidence of
the extreme drought during August is the fact
that the runoff for the month established a record
low for August (see table 15).

The moisture situation was dismal all during
1956. The spring was dry and the summer and
fall were drier. The total runoff for the year,
computed by the method described in the next
section, was the lowest of record. The following
remarks [67] illustrate the extreme seriousness
of the drought in western Kansas.

May 28, 1956____. Pastures furnishing little or no
grazing.

July 2, 1956. . ____ Dry soil delayed planting [of grain
sorghums] and stands poor. Rain
urgently needed. Supplemental

feeding of livestock still necessary.
Drought intensified.

July 30, 1956_ . ___ Grain sorghums at a standstill;
plants firing. Corn tassels turned
white and stalks firing.

Aug. 27, 1956 _____ Droughty conditions steadily in-
creasing. Crops continue to de-
teriorate. Many sorghum fields

beyond help. No available soil

moisture to 4 ft. at Garden City.
Sept. 10, 1956_____ Supplemental feeding general and

liquidation of herds increasing.
situation aggravated by
A few plantings
emerged to uneven

Sept. 17, 1956_____ Drought
100° weather.
[of wheat]

stands, but plants beginning to die.
Herds being liquidated.

Sept. 24, 1956.____ Seeding being delayed. Much dam-
age to seedbeds [by severe dust-
storms].  Wheat plants dying.
Kansas River last three days
lowest stage of record.

Oct. 8, 1956_ . ____ All major streams at near-record low
flows.

Oct. 22, 1956 __ .. Fields [for wheat] powder dry and
seeding awaiting rains.

Oct. 29, 1956___ __ Strong winds and dust severely dam-
aged newly emerged [wheat] seed-
lings. Winter roughage supplies
critically low.

Nov. 12, 1956_____ [Wheat] seeding continues in south-
west and west central where soil
powder dry.

When one compares the above remarks with
the appropriate index values in table 13, it becomes
apparent that the index values are relatively
representative of the general agricultural situation.
An index value of —4.00 seems to correspond
reasonably well with ‘“extreme” drought.

DROUGHT AND STREAMFLOW

Records of rates of streamflow can also be
examined to determine whether or not such data
show a useful relationship to drought severity.
However, the available data pertinent to the
western third of Kansas are far from satisfactory
inasmuch as the stream-gaging stations are so
located that the measured flow is not by any
means dependent on only this area.

Four drainage basins are represented in the
western third of Kansas [42]. An area in the
northwestern corner, the equivalent of four or
five counties, lies in the Upper Republican River
basin and the drainage is toward the northeast,
There are no long-record gaging stations which
could be used to represent the runoff from this
relatively small area. A similar situation exists
in the southwestern part of the State where the
Cimarron River carries the runoff from seven or
eight counties. Here too no records are available
for the period of concern in this study.

At Garden City, Kans., there is a long record
of runoff on the Arkansas River [54]. This
record is not particularly well suited for the
purposes of this study because it represents too
large an area, but it appears to be about the only
one that can be used for this portion of the State.




With the exception of the previously mentioned
counties in the northwest, the northern half of the
western third of Kansas is drained by the Smoky
Hill, the Saline, and the Solomon Rivers. Good
runoff records exist for all three rivers [55]. The
long-record stations are all a little too far east of
our area, but the data may be at least partially
indicative of the runoff from the area of concern.

The stations used were at Ellsworth, on the
Smoky Hill River, Tescott on the Saline River,
and Beloit on the Solomon River. The records
of monthly runoff in thousands of acre feet were
tabulated for these three stations and for Garden
City for the period May 1929-August 1950 and
the period October 1952-September 1957. No
effort was espended in weighting or adjusting
these records because even at best one could
hardly expect to get more than a rough indication
of the runoff from the study area. Therefore the
runoff from the four stations was merely added to
obtain a single value for each month. From these
records table 15 was prepared. The three lowest
index values for each month from table 13 have
also been entered on table 15 for convenience.

From this table a number of things are apparent.
First, the record low runoff for the 1-5-month
period ending with April occurred in 1935. One
can see also that the most serious April drought,
as indicated by the index, also occurred in 1935.

The lowest 1-month and 2-month runoff values
for the other months appear to coincide reasonably
well with the lowest index values. For instance,

the least April and May runoff (11,600 acre feet)
occurred in 1937. The index, —4.48, also indicates
the most serious May drought occurred that
same year. Also, the least May and June runoff
occurred in 1933 with 1956 not far behind (see
footnote, table 15). The driest June according
to the index was 1956 which was also the year with
the least 3-month total runoff.

The remaining months in the table show much
the same sort of thing. Considering the crude
method of handling the only partially represent-
ative runoff information, the correspondence
between years of very low index numbers and years
of very small runoff is rather encouraging, but
not unexpected. Both are a consequence of
about the same climatic elements.

The reader will no doubt have noticed that the
largest negative index value occurred in 1956
rather than in 1934 or 1936 as might have been
expected. The runoff data for the periods ending
with September seem to confirm that this dryness
in 1956 was at least as extreme as that during the
drought in 1934. As previously mentioned, some
effects were worse in 1934 than in 1956 because of
the wind and dust in 1934.

PASTURE FEED CONDITIONS

At the beginning of each month during the
period April 1 to November 1 the United States
Department of Agriculture receives numerous re-
ports on pasture feed conditions in each State.

TapLE 15.—Drought index values and the least amount of runoff (thousands of acre-feet) during periods of various lenglhs
ending with the month and year shown, western Kansas

Length of period (months)
' Year and amount of the 3
1 2 3 4 \ 5 lowest index values for the
! month
Yr. Amt. Yr. Amt. Yr. Amt. Yr. Ams. ‘ Yr. Amt.

April ol 1935 2.9 1935 5.2 1935 8.0 1935 10.2 1935 12.5 —5.46 —3.98 —3.71
1935 1936 1937
B -1 S 1937 6.9 1937 11.6 1937 22.8 1934 2 38.9 1956 45.8 —4, 4% —4.40 —4.07
1937 1956 1935
JLEVE o T TR 1933 5.3 1933 b43.1 1956 56.4 1940 65.3 1940 68.2 —5.43 —4.31 —4.20
1956 1937 1934
JUY e 1934 9.8 1933 25.6 1933 63.4 1933 88.4 1933 95.6 —5.47 —5.31 —4.90
1934 1956 < 1936
August_ oo 1955 5.0 1934 15.5 1940 88.9 1956 122.6 1956 128.7 —5.96 —5.65 —5. 55
1934 1956 1936
September_.___..__ 1956 1.0 1956 18.4 1934 45.3 1956 110.5 1956 123.6 —6. 20 —3.34 —5.31
1956 1939 1934
October____._.___.. 1939 1.5 1956 2.7 1956 20.1 1934 47.9 1956 112.2 —6. 14 ~5. 56 —5.33
1956 1939 1934
November..._____. 1939 2.1 1939 3.6 1956 5.9 1956 23.3 1934 50.4 -5.78 —5.44 —5.96
1956 1939 1934

2 39.1in 1956.

b 50.3 in 1956,

¢ also 1937.
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Figure 4.—Mean pasture condition, western Kansas
June 1 to November 1, versus the average index X for
the same growing season. (Data for period 1932-57.)

These subjective reports are expressed in terms of
percent of normal condition, where ‘‘normal”’
indicates not the average but the expected condi-
tion under very favorable weather.

These monthly data for the western third of
Kansas for 1932 through 1957 were obtained from
the United States Department of Agriculture
Crop Reporting Board by personal communica-
tion. Each monthly value represents approxi-
mately 200 individual reports. These data ap-
parently contain some month-to-month and
season-to-season fluctuations and trends which
are in part dependent on the outlook and state
of mind of the observers. It is suspected that

the reports tend to show an exaggerated response
to month-to-month weather changes. For ex-
ample, from other accounts, such as table 14,
there is evidence that pastures became gradually
poorer and poorer during the drought in the
1930’s. However, these condition reports show a
very abrupt drop to a minimum of 11 percent of
normal during 1934 followed by an improvement
to 30 to 50 percent of normal during 1939.

In addition there are month-to-month trends in
the data which indicate that a given percentage
does not mean the same thing from month to
month. For example, the average reported con-
ditions for 25 years were as follows:

Percent Percent

Apr. 1. __ 64 Aug. 1.________._____ 62
May 1o . 64 Sept. 1. ___________ 60
June 1______________ 68 Oct. 1 ... ________ 59
July 1. _________. 69 Nov.1_._.___________ 62

In order to remove this variability all the
monthly values were recomputed in terms of mean
reported condition. For example, a report of 34
percent of normal on June 1 becomes 50 percent
of mean reported condition.

From these monthly values of mean reported
condition it was possible to obtain a mean value
for the period June 1 to November 1 for each year.
Figure 4 shows the relation between this measure
of pasture condition and the average April to
October index (from table 13). The poorer condi-
tion in the 1930’s as compared to the 1950’s
may be related to the amount of wind. The rela-
tively poor condition in 1957 is the result of the
poor condition (55 percent) that existed in the
spring of this wet year. All in all, the index ap-
pears to be relatively representative of pasture
conditions in western Kansas. No effort was
made to investigate similar relationships in other
areas.

12. DROUGHT CONDITIONS IN CENTRAL IOWA

The monthly index values for central Towa for
the period 1930-1962° are shown in table 16.
Only in 1931, 1934, 1936, 1956, and early 1957
does the index indicate really serious drought.
Crops were rather poor in 1931, especially in the
northern part of the area and average corn yield
for the entire area was only 38.9 bushels per acre.

1930 and the years since 1957 were analyzed using the coefficients from the
base period, 1931-57.

40

THE DROUGHT OF 1934

The severity of the drought in 1934 is evidenced
by the following remarks [61] concerning the agri-
cultural situation in central Iowa.

May 15, 1934_____ Intense duststorms; meadows poor;
bay and oats practically ruined;
farm crop outlook poorest in mem-
ory; water scarce on great many
farms.



TaBLE 16.—Drought (and wet spell) index, X, central Towa

Jan, Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec
0.13] —0.21| —0.69| —0.55| —0.56| —0.47| —1.20| —1.98| —2.48] —2.31] —262 —3.02
—3.261 —3.81| -394 -3.97| —412| —4.45| —4.14| —4.09 1.13 114 2.99 3.85
4.10 3.67 3.13 2. 40 2.21 2.04 1.85 2.89 2.76 2.48 2.76 2.87
2.63 2.11 2.53 —.44 54| —1.53| —1.64| —2.16| ~—2.25{ —2008| —2.81 —3.05
~2.95| —8.19] —3.48! —4.09| —511| -—5098| —577| —586 .56 —. 56 .82 .34
.49 .76 35 —.63 .30 1. 65 1.97 1.28 1.37 1.98 2.44 2.55
2.73 2.71 —.34 —.60 | ~L12| ~—.33| -—2.83| —3.3¢ 1.33 1.16 .70 .90
1.34 1.41 1.33 1.68 1.74 —.33 —.71 —71| -1.39| -130| —L70 ~1.95
—1.95| —2.15| —2.15 70 1.47 1.25 1.64 1.21 1.74 .93 1.26 L11
1.01 1. 67 —.18 —41 | -129 —-.92| —1.04 —.66| —1.43| —1.38| ~—2.20 —~2.52
~2.69 | —2.45| —2.49| —1.91| -—2.09| —2.61 .68 1.74 .94 .73 1.10 1.27
1. 68 —. 11 —.47 —.93| -—165 —92| —1L19| —1.49 1.51 3.07 3.16 3.60
3.43 3.81 2.98 1.95 2.06 2.24 2.98 3.07 3.32 3.20 3.13 3.16
2.83 2.64 2.41 2.57 2.67 2.65 3.56 3.77 3.76 3.36 3.11 2.88
2.88 2.75 2.92 3.59 4.76 4.52 4.82 5.32 4.75 3.85 3.32 3.27
2.81 3.05 3.15 3.72 4.46 3.97 3.39 3.26 3.28 2.27 1.76 2.07
2.58 2.04 2.57 1.55 1.72 2.35 2.28 1.98 2.49 3.10 2.95 2.56
2.69 2.25 1.99 2.99 3.21 5.35 —.81 —178 —2.65 .76 ~.08 -.02
—.57 .59 1.02 ~.11 —.68 | =121 —77| —-115| -—1.87| —1.88 .22 .45
1.27 1.30 1.41 —47 | —1.20| -—124| —1.53| —2.13| —L88| —L75| —2.41 —~2.66
—2.50 | —197| ~-2.26 .12 .85 1.18 —. 11 —. 40 —.89| —1.351 —1.88 —2.26
—2.58 .49 1.57 2.57 2.49 2.67 3.10 3.68 3.45 3.75 3.71 3.51
3.41 3.00 3.75 3.02 2.78 2.60 2.69 2.76 —.72| -1.35 .25 .21
.09 .49 .88 1.34 —.38 —.38 —.41| —114| —2.05| -—2.95| —3.33 —3.47
-3.91 =3.75 —3.59 30 .59 1.05 .09 2.12 2.07 2.95 —.32 —. 32
—.31 .30 —. 32 —.26 -.52 —1.28 —1.07 —-1.76 —177 —2.14 —2.79 —3.25
—3.61 | ~4.02| —4.49| —4.571 —4.73| ~5.41| —514| -—4.92| —501| —4.95| —4.92 —5.15
—5.28 | —b5.48| —5.46| —530| —4.39| -—3.91| -—3.45] —2.97| —2.94| ~-2.28| —1.66 ~1.45
—1.41| —1.48| -—1.83| —1.87| —2.33 .26 2.90 2.51 2.63 1.83 1. 60 1.05
L7 .88 1.76 1.88 2.54 1.82 1. 40 103 1.07 1.15 1.42 1.48
2.31 2. 30 2.08 2.21 2.92 2.19 1.91 2.45 2,50 2.28 1. 64 1.17
.60 1.23 2.21 2.17 1.35 .78 2.14 1.82 3.45 3.69 3.94 4.00
3.34 3.60 3.22 2.76 2.72 1.84 2.77 —-.15 —.39 —.11 —.69 —1.15

Pastures parched to tinder, feed situa-
tion acute; some corn dying; live-
stock being being sold for lack of
pasture; one-half or more of the
farmers [in Polk Co.] having to
haul water.

Pastures brown; corn fair; oats short
and light.

Corn rolled; small grain withered;
more wells failing [in Hamilton
Co.] and water being bought and
hauled from long distances; pastures
burned up; barley hardly tall
enough to cut and very thin; wheat
yield 5 to 20 bushels.

Rain; pastures greening; corn now
growing; oats and barley very poor.

Oats yield 3 to 15 bushels per acre
with quality very poor to fair;
corn suffering; hauling water still
in vogue [in Hamilton Co.]; cattle
picking up since pastures improved;
water situation [in Polk Co.] be-
coming more critical every day.

June 19, 1934

July 3, 1934

July 17, 1934

July 31, 1934

Aug. 14, 1934 Corn badly hurt, some being cut for
fodder; tomatoes and cucumbers
not setting; potatoes not doing
anything; forage not growing well;
pastures very short and furnish
practically no feed; practically
every farmer [in Polk Co.] hauling
water.

Corn will yield 10 to 40 bushels, only
fair quality; ground too hard and
dry for fall plowing; much of the
corn crop going into silage or fodder.

Aug. 28, 1934

When one compares the remarks above with
those which applied to western Kansas, it may
appear that 1934 did not produce extreme drought
in central Jowa. However, the weather was ez-
treme for Iowa; at no other period during the years
studied was the moisture shortage in that area so
disastrous. The drought index seems to be meas-
uring this drought situation rather accurately.

Hydrologic Data.—It was not possible to
locate any stream-gaging station or combination
of stations that would reasonably represent the
runoff from this relatively small area. The Des
Moines River and the Iowa River both pass
through the area but the gaging-station records
probably reflect conditions outside the area at
least as much as inside it. The Skunk River
originates in and drains the central portion of the
area, but the only long-record station is at Augusta
about 75 or 80 miles to the southeast of the area
of concern.

THE DROUGHT OF 1936

Fortunately, only July and August were ex-
tremely hot and dry, but they produced a very
serious agricultural situation. By the third week
in July there were reports [65] of moderate drought
damage to corn. By late July it was estimated
that the corn crop had been reduced by one-fourth
and there were no good pastures. Rains in early
September came too late for much of the corn,
but produced a good supply of fodder and helped
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pastures. Corn yields turned out to be better
than expected. The index reached its largest
value, —3.34, in August.

THE DROUGHT OF 1947

In September of 1947 there were complaints
[62] of pastures dry and short, corn and soybean
crops being injured by drought, and soil too dry
for fall plowing and seeding. But the situation
did not approach the seriousness of the extreme

drought of 1934. The index, —2.65, at the close

of September also indicates a much less serious

drought than in 1934.

THE DROUGHT DURING THE 1950°s

During most of the first half of the summer of
1953 growing conditions were ideal [62]. (Note

that the index indicates this as a period of mostly

near-normal weather.) The moisture shortage
began to develop about the middle of the growing

season, and “. . . by the end of the season it was

quite dry over the entire State, with some areas
in critical condition.” In October “Reports of

dry wells are common over the State.” ‘“The

fire hazard has increased, . . . communities have
banned all outdoor fires.”

The really serious dryness occurred so late in
the year that the agricultural reports are very

meager, but from the quoted reports above one

.can estimate that the drought was quite serious.

Apparently it lasted all winter because the first
Towa Weekly Weather and Crop Bulletin of the
spring of 1954 (April 5) reported, ‘“water is still
being hauled for livestock.”

Noteworthy dryness returned in late 1955, and
1956 brought the most serious drought since the
1930’s. The following selected excerpts from the
Crop Bulletins [67] are more or less indicative of
the agricultural situation in central Iowa during
the 1956 growing season. Most of the reports
were worded in such general terms that one cannot
tell what area of the State they apply to; only a
few contain remarks specifically pertinent to the
problem being considered here.

May 28, 1956____- Some late corn and soybeans not
germinating because of a lack of
moisture. Pastures and meadows
need rain.

June 4, 1956..____._ Poor yields on first cutting of alfalfa;

oats heading only 6 to 8 in. tall.
Only 1.4 in. of available moisture
in 5-ft. root zone of alta fescue at
Ames.
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June 11, 1956_____ Corn and soybeans look good; pas-
tures very dry and furnishing little
forage.

June 18, 1956_____ Oat crop light; pastures very dry;
yields of first cutting of alfalfa
generally poor; some stands of red
clover did not survive the dry fall
and winter; corn generally not
showing drought damage yet.

June 25, 1956_____ Oats being harvested as hay or
pasture.

July 16, 1956______ Corn in excellent condition; second
cutting of alfalfa short with poor
yields.

July 23, 1956______ Corn and soybeans developing un-

evenly; excellent prospects where
rains received, but prospects de-
clining in drier spots.

July 30, 1956_..___ Hay fields damaged by lack of mois-
ture, some too far gone to recover
if rains came now. Soybeans hurt-
ing for rain. Many meadows too
dry to furnish forage. Rains badly
needed in most of State.

Aug. 6, 1956______ Corn prospects deteriorated in drier
spots. Many clover seedlings de-
stroyed by drought. Only 0.9 in.
of available soil moisture in top 5
ft. at Ames.

Aug. 20, 1956__.__ Corn crop uneven with best prospect
in years in some areas, while other
areas need rain to avoid further
deterioration.  Fall plowing re-
tarded by dry soil.

Aug. 27, 1956_____ Crop prospeets very uneven; some
areas damaged beyond help by
drought. Only 1.5 in. of available
soil moisture (to 5 ft.) at Ames on

August 31.

Sept. 24, 1956_____ Fall plowing and wheat seeding at a
standstill because of dry soil.

Oct. 8, 1956_______ No available moisture to 5 ft. under

alta fescue at Ames. Wheat only
50 percent planted, latest in 10 yr.

As they stand these remarks are not very in-
formative; however, 1956 produced the least rain-
fall recorded for central Iowa during any year
from 1930-60. It therefore seems likely that such
remarks as “in the drier areas” included central
Towa. Insofar as the soil moisture measurements
at Ames are representative, they certainly indi-
cate an unusually dry condition at every sampling
date.

As further evidence of the drought in central
Towa all rivers draining the area reached or almost
reached record low stages during the latter half
of 1956 {60]. As measured at Augusta the Skunk
River equaled its 41-yr. record low in October,
November, and December. The Iowa River at




Wapello was near its 42-yr. record low stage in
both October and November. At Des Moines
the Des Moines River equaled its 60-yr. record
low in October and very nearly equaled it in
July, September, and November.

The combined evidence indicates very unusual
dryness in central Towa during 1956. The index
values show extreme drought from February 1956
through May 1957. This classification seems
reasonable.

13. SUMMARY OF DROUGHT PERIODS AND FREQUENCY OF DROUGHT
CLASSES

Tables 17 and 18 were prepared from tables 13
and 16. These tables show the month in which
each of the various drought periods became estab-
lished in western Kansas and central Jowa and the
last dry month in each drought period. Also, the
maximum value of the drought index has been
tabulated for each period, as well as the number of
months of mild, moderate, severe, and extreme
drought as defined in table 11. The total dura-
tion of each drought period does not in every
instance agree with the sum of the number of
months in each class because on occasion a month
or so in the incipient class occurred in the middle

of a long drought period. July 1948 in central
Towa (see table 16) is an example of this.

WESTERN KANSAS

In western Kansas the median duration of
drought is about 4 months, but the distribution
is very skewed and the mean is about 12 months.
A total of 339 months of drought occurred in the
76 years. This is 37 percent of the time. From
table 13 one can also determine that a wet spell
was underway in 37 percent of the months and that
near-normal conditions existed in 12 percent of the
months. It may at first seem unrealistic to have

TaBLE 17.—Drought periods, western Kansas, 1887-1962

Start End Number of months
Maximum
severity
Year Month Year Month Mild Moderate | Severe Extreme Total
1887 - 1887 —-1.19 1 1
1888 - 1888 —1.02 1 1
1890 - 1890 —-1.12 1 1
1890 - 1890 —3.22 1 3 6
1892 - 1895 —4.97 4 12 8 6 31
1899 - 1899 —1.28 1 1
1899 - 1899 —1.39 2 2
1900 - 1901 -1.19 2 2
1901 - 1902 —2.23 8 11
1904 - 1904 -2.11 2 4
1907 - 1907 —1.56 2 2
1908 - 1908 —1.94 2 2
1810 - 1911 —4,03 4 20
1913 - 1913 —4.12 2 4
1914 - 1914 -1.13 2 2
1916 - 1918 -—3.16 12 26
1921 - 1921 —1.05 1 1
1921 - 1922 —1.41 4 4
1922 - 1923 -2.31 4 8
1925 - 1927 —-3.22 12 27
1927 - 1928 —1.50 3 — 3
1930 - 1930 —1.53 b |- - _— 6
1931 - 1931 —1.80 2 [ P 2
1932 - 1940 —5.96 8 22 30 39 99
1943 - 1943 —2.86 3 4 7
1946 - 1946 —2.62 3 2 5
1950 - 1950 —2.55 3 1 4
1952 - 1957 —6.20 6 17 23 11 57
Number of months______.____ R - 101 101 74 58 339
Percent of 912 months . 11 11 8 6 37
Months of Beginning and Ending of Drought
Jan. I Feb. l Mar. ‘ Apr. May June July Aug. Sept. Oct. Nov. Dec
Firstmonth__..________._____ 1 1 4 4 4 3 2 1 3 1 3 1
Lastmonth__________....____ 3 2 1 3 6 1 1 4 0 3 2 2
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TABLE 18.—Drought periods, central Iowa, 1930-1962

Start End Number of months
Maximum
severity

Year Month Year Month Mild Moderate | Severe Extreme Total

1930 July . Auvgust__ —4.45 2 14

1933 June______ August —5.98 2 15

1936 May. August —3.34 2 4

1937 September March -2.15 5 7

1939 May._.___ June_.____ —-2.69 5 14

1941 May.__.__. August..____ —1.65 3 4

1947 August September —2.65 1 2

1948 June._____ October_.___ —1.88 4 5

1949 May._____ March__.___. —2.66 6 11

1950 October.__ January__.__ ~2. 58 2 4

1952 October._. October..___ —1.35 1 1

1953 August.__ March. ... —3.91 1 8

1955 June__.___ MaY. o el —5.48 10 36

1962 December- - - e e | e e 1 1
Number of ONtHS - - - oo e emmm e — e emme oo oo mmemam oo 45 34 18 25 126
Percent of 396 OnbhS _ _ e mmmmemme—me e oo 1 9 5 6 32

Months of Beginning and Ending of Drought
' Jan. ‘ Feb. ‘ Mar. 1 Apr. 1 May ‘ June ’ July ‘ Aug. i Sept. I Oct. ’ Nov. Dec

First month. ... 0 0 0 0 4 3 1 2 1 2 0 1
Last montho .o« ... 1 0 3 0 1 1 0 4 1 2 0 0

three-fourths of the time devoted to either a
drought or abnormally wet weather; but it is a
well-known fact that normal or average weather
does mnot occur very frequently, even on a
monthly basis. This, coupled with the tendency
for persistence, helps to explain the high percent-
age of abnormal conditions.

Table 17 also shows that western Kansas has
mild drought during 11 percent of the months,
moderate drought in 11 percent, severe drought in
8 percent, and extreme drought in 6 percent of
the months.

At the bottom of table 17 is an auxiliary tabu-
lation showing the number of times (out of the 28
drought periods) that each of the calendar months
established a drought period. Spring and early
summer account for about half of the drought
beginnings, but apparently there is no really pre-
ferred time of beginning, so the information is
neither startling nor particularly useful.

On the other hand it was a little surprising to
find that almost one-third of the drought periods
ended with April or May. This may be useful
information in that it suggests that if a drought
continues through May there is a good chance that
June and July will also be drought months. There
seems to be a slight tendency for the change to
normal or wetter weather to occur during Sep-
tember, but the evidence is rather meager.

44

CENTRAL IOWA

The shorter record from central Iowa produced
only the 14 drought periods shown in table 18.
From this table and table 16 the following facts
are evident.

Mild drought occurred 11 percent of the time,
moderate drought 9 percent, severe drought 5
percent, and extreme drought 6 percent of the
time. Drought was underway in 32 percent of the
months, and a wet spell was underway in 50
percent of the months. In 11 percent of the
months the weather was near-normal. (The
remainder were ‘‘incipient.”)

The average duration of drought was about
9.6 months, but the median was about 7 months.
Half the droughts became established in May or
June and all but three started between May and
September. With the possible exceptions of
March and August no month seems to have been
a particularly preferred final drought month.

From these facts it is apparent that drought
is almost as frequent in central Towa as in western
Kansas, but it is a little dangerous to make com-
parisons between the two areas because the
analyses cover unequal periods of record.

MEANING OF THE DROUGHT CLASSES

On the basis of available evidence it appears



that the drought index values are reasonably
comparable in their local significance both in space
and time. It seems reasonable to postulate that
a drought index of —4.0 spells economic disaster
in any region in which the established economy is
significantly dependent on the vagaries of weather
for its moisture supply.

As a point of departure the following descrip-
tions of the consequence of each of the four
classes of drought are proposed. These descrip-
tions are"more or less ecological and are probably
not as close to being universally applicable as is
the drought index itself. However, they may be
useful for certain purposes.

Mild drought: Some of the native vegetation
almost ceases to grow.

Moderate drought: The least drought-resistant
members of the native plant community begin to
die and the more xerophytic varieties start to take
their place.

Severe drought: Only the most xerophytic
varieties of native vegetation continue to grow.
And vegetal cover decreases.

Extreme drought: Drought-resistant varieties
gradually give way to open cover. More and

more bare soil is exposed.

14. PROGNOSTIC VALUE OF THE INDEX

This index apparently measures something that
might be of value in forecasting. Inasmuch as it
provides a single number which is a function of
many aspects of the current and recent weather,
it seems likely that the index could, under certain
circumstances, be useful in predicting the precipi-
tation for the following month.

Figure 5 shows that not only does precipitation
average much less during drought periods than
during wet periods, but also that the two regimes
show some remarkable departures from the aver-
age precipitation climate of central Iowa. For
example, the fact that February produces near
normal precipitation, on the average, during wet
periods warrants some investigation. Can one
use the previous index value as an indicator that
February precipitation is not likely to exceed the
normal by any substantial amount?

Monthly precipitation forecasts are ordinarily
issued in terms of “light,” ‘“near-normal”’ or
‘“heavy.”” These classes are defined in such a way
that each contains 1/3 of the total number of
occurrences. For central lowa the February
limit for ‘light” for this 33-yr. period is about
0.58 in. and “heavy’” includes all amounts in
excess of about 1.25 in.

There were 13 years during this period when the
index was >+41.50 at the end of January.
These 13 cases were followed by 5 Februaries
which had ‘light” precipitation, 6 with ‘“near-
normal” precipitation, and 2 with “heavy”
precipitation. This suggests only a 15 percent
probability of heavy February precipitation when
the index is greater than +-1.50 at the end of
January.

Table 19 shows the relationship between May
precipitation and the index value at the end of
April.  The class limits for May are shown in the
table. Of particular interest is the fact that the
index at the end of April was positive in 16 of the
33 years, and in only 2 of those 16 years did
“light” precipitation occur during the following
May. Even more surprising is the fact that in
13 of the 16 cases (81 percent) the May precipi-
tation was greater than the long-term mean
with 8 of the 16 falling into the “heavy’’ category.
Equally surprising is the fact that in 12 of the
17 Mays which followed Aprils having a negative
index value the precipitation was less than the
long-term mean. “Light’ precipitation was ob-
served in about half of these cases and only 3
years produced “heavy.”

This relationship seems too good to be true and
very likely it is to some extent fortuitous, but
the chance of its breaking down completely on
subsequent data seems a bit remote.

This relationship suggests a number of things.
TaBLE 19.—Contingency table showing May precipitation

in central Towa as a function of the tndexr value at the
end of April, 1930-62

May precipitation

Index value at end of April Near normal
Light S £ | Heavy | Total
<3.00 in. S L | >4.80 in.

= =

\4 A
X >0 e 2 1 5 8 16
D 9 3 2 3 17
B2 01 7:1 D 11 11 11 33
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As far as drought is concerned there does not
appear to be much chance of April being the last
of a drought period. As a matter of fact one can
determine from table 16 that 12 of the 15 Aprils
having a negative index were followed by Mays
which added to the droughtiness.

Of course, the factor that is being reflected in
these relationship is persistence.. It may be that
this index is a more useful parameter for studying
certain types of persistence relationships than is
precipitation by itself.

Another subject for speculation arises here.
Perhaps the persistence in the moisture aspect
of this continental climate is related to the sources
of the precipitation. It may well be that a good
deal of the precipitation in continental climates
represents moisture re-evaporated from land areas.
This portion may be more substantial than some
authorities have surmised. If it is, it would afford
a partial explanation of the persistence of wet and
dry periods. Begemann and Libby [2], from
studies of the tritium content of rainfall, esti-
mated that about one-third of the rain in the
upper Mississippi Valley is ocean water and about
two-thirds represents re-evaporated surface water.

As can be seen from figure 5, the July pre-
cipitation during drought periods in central Iowa
does not average as much as it does during wet
periods. Also, the difference between June and
July is much less during drought periods than in
the mean or during wet periods. This is an in-
teresting difference which bears looking into.

The most striking thing that one finds on
examination of the data is that there were 7
years when the June precipitation was less than
the July normal with a drought underway at the
end of June; and in all of these cases the July
precipitation exceeded the June precipitation with
the average difference being 1.98 in. Further,
the July rainfall was normal or above in all but
one of these 7 years.

Figure 5 also shows a large percentage difference
in November precipitation between wet periods
and drought periods. Apparently drought is
rather persistent during the fall months because
there were 12 years when drought was underway
at the end of October and 9 of these were fol-
lowed by Novembers in which the precipitation
was below normal, the average departure being
about 1 in.

Figure 6 shows a decrease in the average rainfall
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Ficure 6.—DMean monthly precipitation in western
Kansas.

from May to June in western Kansas during
drought. This is in contrast to both the average
change and the change during wet periods. On
examination of the data it turns out that the
drought index at the end of May was negative in
42 of the 76 years. In 30 of the 42 years the sub-
sequent rainfall during June was less than the
76-yr. mean. There were 30 years when the May
index was < —1.00 and 77 percent were followed
by drier than average Junes.

The unusual dryness of QOctober during drought
periods in Kansas led to further examination of
those years. There were 28 years when drought
was underway at the end of September and 26
(93 percent) were followed by below average rain-
fall during October. In 24 of the years the Octo-




r

ber rainfall totaled less than 1 in. over the area.

So, in Kansas too, we find some evidence that the

index may be useful in forecasting.

These few examples demonstrate the need for
further study of these and similar aspects of the
usefulness of the index values.

15. THE METHOD APPLIED TO NORTHWESTERN NORTH DAKOTA

RESULTS AND VERIFICATION

In order to determine whether or not this
method of analysis would provide reasonable final
results in an area other than those on which it
was primarily based, the data from the north-
western climatic division (six counties) of North
Dakota were analyzed for the 30 years beginning
with 1931. The derived means, coefficients, and
constants are shown in table 20.

This Dakota area was chosen for analysis in
1961 because a drought was underway at the time,
and it seemed timely to study an area in which
drought was a problem of current concern. As
it turned out this was not a particularly satis-
factory region for a test because of the difficulty
of locating auxiliary information for judging the
reasonableness of the final index values.

Streamflow in this region (the Souris River) is
almost completely regulated by controlled lakes
and reservoirs. In addition, a number of new
dams were built during the 1930’s and there seems
reason to believe that some of the low flows re-
corded at that time were a consequence of the
flow being impounded behind newly constructed
dams upstream.

The agricultural reports are at times a little
misleading because the crops are so dependent on
June precipitation. Ordinarily, almost one-fourth

of the annual precipitation comes in June, and a
hot dry June has a tremendous effect. As long
as crops are deteriorating day by day, the agri-
cultural reports stress the urgent need for mois-
ture; but after the crops are harvested or dried
up, published complaints of a moisture shortage
diminish unless the shortage is so severe that even
drinking water must be hauled in.

Table 21 summarizes the drought periods in
northwestern North Dakota. The index reached
its maximum negative value, —6.66, in August
1934 during the 20-month drought which began
in August 1933. Note that this drought was
in the extreme class 60 percent of the time.
This drought was mostly in the mild class until
April 1934 when the index, —2.41, showed it as
moderate. By the end of the very dry May
(rainfall 0.76 in.) the drought was in the extreme
class with an index of —4.11. The next 11
months (except one) were all abnormally dry
and the drought severity increased. The follow-
ing index values were computed: June, —4.76;
July, —6.24; August, —6.66; September, —6.04;
October, —6.26; November, —6.13; December,
—5.69. Drought severity continued to decrease
in the following months, but moisture remained
abnormally short until May 1935 when the drought
ended. There is evidence that the drought in
1934 definitely reached an extreme severity.

TaBLE 20.—Means, coefiicients and constants for northwestern North Dakota, 19311960

AWC,=1.00 in., AWC.=5.00in.

Jan. Feb. Mar. Apr. June July Aug. Sept. Oct. Nov. Dec.
6.3 10.5 21. 4 40.5 53.2 61.3 69.2 66.9 56.1 44.4 26.0 13.6
0 0 T .86 2. 4 3.52 3.46 2.32 1.25 .64 .02 [
0 0 T .91 2.95 4.26 5.52 4.69 2.68 1.13 02 0
.41 .39 .59 .40 .13 .32 0 0 21 .21 54 .37
1.76 2.16 2. 56 3.15 3.30 2.69 2.44 111 64 .67 8L 1.35
4.24 3.84 3.44 2.85 2.70 3.31 3. 56 4,89 5.36 5.33 5.19 4,65
.01 T .01 .02 0 .15 0 0 0 0 0 0
0 0 0 .25 .0 57 1.33 48 17 .07 T 0
0 0 T .80 1.64 1.83 2.08 86 .28 17 01 0
42 40 61 1.02 1.80 3.43 2.13 1.85 1.26 77 55 .37
1.00 1.00 1.00 . 9410 8142 8272 . 6272 4953 . 4647 . 5672 9492 1.00
0970 . 1029 L1727 . 1400 . 0467 0976 0 0 . 0392 . 0385 1040 . 0800
. 0042 . 0017 . 0050 . 0064 0 . 0565 0 0 0
0 0 0 . 3180 . 4450 3141 . 6396 5546 . 5967 . 4368 5172 0
3.43 3.30 2.95 2.33 1.94 1.62 2.1 2.35 2.25 2. 57 2.84 3.47
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TABLE 21.—Drought periods, northwestern North Dakota, 1931-1962

Start End Number of months
Maximum

Year Month Year Month severity Mild Moderate | Severe Extreme Total

1931 March_ _ .. __ 1932 September___..___________._.___ —5.05 2 6 4 7 19

1933 August_________ - 1935 April ___ . —86. 66 6 b [, 12 21

1935 September______.__ - 1935 October -1.45 0 RS RY ESSO FORO 2

1936 June_______ - 1937 August —4,14 1 1 12 1 16

1938 September. -| 1938 —1.01 1 1

1939 September__ - 1941 —2.18 13 19

1946 April______ - 1946 —2.40 2 6

1949 April o - 1949 —2.00 4 6

1952 April..__ - 1953 —3. 44 1 11

1955 October____ 1 1959 August. ... _____ —5.30 17 47

1960 September. . _______._ . ___. 1962 April . —5. 67 7 16
Number of months__ . o 56 27 33 27 163
Percent of 868 months___.____________________ T 15 7 9 7 42

Months of Beginning and Ending of Drought
Jan. Feb. ‘ Mar. l Apr. ’ May June July ' Aug. Sept. ’ Oct. ; Nov. Dec.

Firstmonth.__________________ 0 0 1 3 0 1 0 1 4 1 0 ¢
Lastmonth_____._____________ 1} 1 1 2 0 0 0 2 4 1 0 14
Bavendick [1] leaves no doubt of this. He wrote: 17 bushels. [Much of this was summer-fallowed

It was not until June [1934] that any semblance of
normal precipitation occurred and even that month
showed a deficiency [59 percent of 30-yr. mean]. To
further aggravate the situation, duststorms of unprece-
dented severity oceurred during April and May. Much
of the livestock was shipped out of the State due to lack
of feed. Drought was so severe that plans for the evacua-
tion of farmers from western North Dakota were seriously
discussed. . . . Many cattle died from lack of feed and
water and from dust which accumulated in their lungs
and stomach. Some persons died from “dust pneumonia’’
caused by an accumulation of dust in their lungs.

As was the case in Kansas the effects of the
abnormal moisture deficiency were greatly in-
creased by the windstorms and dust, but the
driest spring and summer on record certainly
seems a likely candidate for the classification of
extreme drought.

Turning to the drought in 1961, we find serious
complaints of drought as the hottest and driest
June on record reduced the wheat crop to about
one-fourth of average. There were a few local
showers in July and those areas enjoyed some
temporary relief, but this was followed by the
driest and hottest August on record. The follow-
ing selected comments from the North Dakota
Weekly Weather and Crop Report of August 29,
1961 [64] illustrate the seriousness of the drought
at this time.

“Stock water situation is serious with many
hauling water to livestock [in Burke Co.]. [The
same was true in Mountrail Co.] Wheat yields
averaged 4 to 7 bushels with a variation of 1.5 to
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wheat.] Very little barley and oats was harvested.
Wells and dugouts are being constructed. Ma-~
jority of [Renville] County remains extremely
dry. Fall tillage delayed because of dry weather.
Everything is at a standstill.”

By way of comparison, the computed drought
index values during 1961 were as follows: May,
—1.16; June, —3.11; July, —4.14; August,
—5.67. The peak severity during this drought
was the —5.67 at the end of August. Severity
decreased during subsequent months until the
drought ended with April 1962.

This drought does not appear to have been as
devastating as the drought of 1934, and from a
crop yield standpoint the drought of 1936 (X=
—3.28 at the end of July) was apparently more
serious [1] than this one in 1961. There are many
reasons why the effects were not as serious in 1961.
In the first place there is a good deal more know-
how these days for coping with the problems of
dryland agriculture. There is evidence here that
the Great Plains Conservation Program [53] has
already met with some success in its objective—
“to assist farmers and ranchers to develop for
themselves a land use program which will help
them avert many of the hazards that come with
the recurring droughts common to the region.”
In addition, the availability of livestock feed on
soil-bank acreages greatly alleviated the stock-
men’s problems in 1961. This feed was made
available for haying and grazing by an official




U.S. Department of Agriculture action in late
June declaring this a drought disaster area.

This action—possibly necessitated by the word-
ing of the soil-bank law—Iled to much confusion
concerning the seriousness of the drought during
June and July. Some noted this disaster designa-
tion and visualized conditions similar to those in
the dustbowl days of the 1930’s in the southern
Plains.

Conditions in July 1961 were by no means as
serious as those which prevailed at the peak of
the droughts in the southern Plains in the 1930’s
and in the 1950’s. Descriptions such as [56] bear
this out. The index also reflects this fact. At
the end of July 1961 the index showed —4.14 in
northwestern North Dakota. This value com-
pares with the western Kansas values of —5.96 in
August 1934 and —6.20 in September 1956.

It is also interesting to note that in the Kansas
cases the index was around —3.5 to —4.0 when
disaster was declared, but in the case of north-
western North Dakota the index was only about
—3.00. There seems to be some evidence that
the index provides a better estimate of the severity
of this drought than does the disaster declaration.
However, one must always bear in mind that this
index is a function of the anomalous weather
rather than of the effects of the weather. Agri-
culturally, one might be justified in considering
the June weather as a calamity, but from a
meteorological standpoint the drought at the end
of June could not reasonably be placed in the same
category with the drought of 1934.

AN EXAMPLE OF CURRENT DROUGHT
ANALYSIS

During the summer of 1961 there was a con-
siderable amount of public interest in the drought
in the northern Great Plains and the Prairie
Provinces of Canada. A period of showery
weather began early in July and immediately
there were reports that the drought had ended.
On the basis of this analysis an article was pre-
pared [35] pointing out that the weather of June
had already used nearly all the antecedent mois-
ture so that above normal July rainfall was
required if the evapotranspiration was to be
normal. It was further demonstrated that July
had increased rather than ended the water short-
age in this area. FEarly in August another article
was released [34] pointing out the strong clima-
tological likelihood for the drought gradually

This article was

becoming worse during August.
based, in large part, on equation (14) which esti-
mates the amount of precipitation needed for
“normal”” weather. It turned out that August had
provided this much rain only eight times during
the last 30 years, with most of the eight occurring
during years in which most months were wetter
than normal. From this it was concluded that the
drought was more likely to become worse than to
end during August. Actually, this turned out to
be the driest and hottest August in 30 years and
the drought became more extreme by September 1.

During September it rained 2.79 in. over the
area. This was, by equations (29) and (30), far
from being enough moisture definitely to establish
an end to the long period of drought, but it did
produce a 27 percent probability that the drought
had ended. At that time there was no way of
being certain that September was not just an
interruption in the long drought. In fact, October
and November were among the driest of record
and both reduced the probability that the drought
had ended. By the first of December the proba-
bility had been reduced to 9 percent with no
prospect of its reaching 100 percent before the
following spring. The unhappy truth is that under
the existing circumstances there was no way of
making a reasonable estimate as to whether this
very serious drought period had ended or if the
area was destined to suffer through another hot
dry summer. This is in marked contrast to the
situation in July and early August when there
existed relatively high probabilities that the
drought would get worse before it got better.

Actually, the change from prevailingly dry
weather to unusually wet weather did not take
place until May of 1962. It turned out, there-
fore, that the wet weather of September 1961 was
only a brief interruption in the dry weather.
That this would be the case was suspected in early
winter, but there was no certainty until the follow-
ing spring. This demonstrates that the need for
reliable seasonal weather forecasts remains. How-
ever, under certain circumstances this method
does provide a useful substitute.

In general this method of analysis seems to
have provided fairly good results in North Dakota.
There seems no way of measuring exactly how well
the index is describing the moisture variable.
The best one can say is that the results seem
reasonable both in time and in comparison with
the results obtained in Kansas and Towa.
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16. CONCLUDING REMARKS

To a large extent this drought analysis method
requires strict adherence to the procedures which
have been described. Any radical departure from
these procedures will produce values of Z which
are incompatible with the equations for determin-
ing drought severity. However, there is no reason
why one could not use a different method for com-
puting potential evapotranspiration. Any method
of monthly hydrologic accounting which is more
refined and realistic than the method used here
would likely produce as good or better results, but
a cruder method might introduce bias or

the drought problem in semiarid and dry sub-
humid regions. Extrapolation beyond the cir-
cumstances for which it was designed may lead
to unrealistic results, Some regions are so near
to being a desert that there is really little point
in attempting drought analysis. At the other
extreme are the very humid regions where, again,
“abnormal dryness” has very little meaning.

In conclusion, this method of climatic analysis
must be regarded as only a step in measuring and
describing meteorological drought. Real under-
standing can only follow measurement and de-

inconsistencies. scription. Prediction and control await under-
The method was specifically designed to treat  standing.
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APPENDIX A.—AUXILIARY CLIMATIC INFORMATION

GEOGRAPHICAL DISTRIBUTION OF THE
CLIMATIC CONSTANTS

The analytical technique described in this paper
is rather long and tedious. The large amount of
work required stems largely from the necessity for
carrying out the hydrologic accounting for a long
series of years in order to compute the five con-
stants that are required for each calendar month.
However, once the constants have been deter-
mined, a current drought analysis can be carried
out without reference to a long historical record.
If present plans can be carried out, the historical
record will be analyzed for a network covering the
United States. From these machine analyses 60
maps will be prepared showing each of the five
constants for each calendar month.

Maps of «, the coefficient of evapotranspiration,
should provide a reasonably good delineation of
the agricultural capabilities of various “systems,”
where a system represents a particular combina-
tion of precipitation, temperature, and soil.

Likewise, from a study of maps of 8, the coefli-
cient of soil moisture loss, one could, with some
additional work, mathematically demonstrate the
advantages of cultural practices which increase
the available water capacity of some soils.

DISTRIBUTION OF THE MOISTURE
DEPARTURES

Table 22 shows the moments of the distributions
of the moisture departures for each calendar month
for the three areas studied. As one would expect,
the standard deviation, o, shows that the greatest
dispersion occurs during the summer months.
Note the secondary minimum during July in
central Towa.

In order to test the distributions for normality,
two statistics, a; and @, which are measures of
skewness and flatness have been computed.
a; is the standardized third moment and e
=3|d|/no is a measure which is highly correlated
with the fourth moment [46]. On comparison of
these values with Geary and Pearson’s table [15]
it is seen that the number of a values which fall
outside the 5 percent limit is approximately the
same as the number which would be expected by
chance or if there were no departure from
normality.

However, these distributions show a rather
large amount of skewness. This is indicated by
the disproportionately large number of a3 values
which exceed the 5 percent limit. This skewness
is partly a result of the fact that the moisture

TABLE 22.—Moments of the departures, d

. Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. M:y to
. ug.
WESTERN KANSAS
71 71 71 71 71 71 71 7 71 71 71 71 71
¢ 0 0 0 0 0 0 0 0 0 0 0 0 0
‘ .35 .66 .87 1.38 1.65 2.06 1.93 1.44 1.21 1.20 17 .60 5.54
; 1.321 1.234 .721 . 786 . 447 .435 .320 . 643 . 203 1.814 1. 526 2.353 . 624
) . 753 .767 .821 .778 .813 . 802 . 789 767 .815 .704 . 746 .672 .784
|
' NORTHWESTERN NORTH DAKOTA
30 30 30 30 30 30 30 30 30 30 30 30 30
0 0 0 0 0 0 0 0 0 0 0 0 0
.25 .30 .42 .87 1.34 2.05 121 1.04 1. 30 .72 .47 .26 4.57
.173 .822 . 640 —. 436 —. 115 1.172 .176 . 259 1.573 . 689 .822 . 992 . 204
. 801 . 759 L7968 L7173 L779 . 720 779 . 782 L 701 .813 . 809 JT47 .758
CENTRAL IOWA
27 27 27 27 27 27 27 27 27 27 .14 27 27
0 0 0 0 0 0 0 0 0 0 0 0 0
.91 .84 1.11 1.63 2,22 2.67 1.47 2.46 2.03 1.50 1.65 .94 5.99
—. 049 —. 617 . 496 . 473 —.194 571 —. 282 . 807 .318 . 746 . 636 . 302 .325
. 805 784 .812 .853 . 808 L711 . 762 . 808 . 820 . 745 . 804 .789 . 860




departure distribution has the precipitation dis-
tribution as a component. Precipitation is rather
skewed because it has a lower bound of zero. The
skewness in the moisture departures results in a
few occurrences of large departures, especially
large positive departures.

Since the addition of non-normal distributions
produces a distribution which approaches normal-
ity, the “summer months,” May through August,
have been combined to produce a single climatolog-
ical series for each of the three areas. The
moments for these three distributions of total
moisture departure for the 4-month period are
shown in the last column of table 22. On refer-
ring to Geary and Pearson’s table one finds the
values of both ¢ and «; are reasonably close to
their expected value in a normal distribution.
From these tests it was concluded that the normal
distribution could be used to represent the
4-month moisture departures.

The mean and the standard deviation contain
all the information needed to estimate the normal
distribution in the population from a normal
sample. In the samples with which we are deal-
ing here the mean is zero. 'This is very convenient
inasmuch as one must determine only the standard

deviation in order to estimate the probability
that any particular moisture departure will be
exceeded during this 4-month period. It there-
fore seems likely that a map of the standard
deviation could be prepared as soon as a sufficient
number of areas have been analyzed and that the
map would be all that is required in order to pre-
pare probability statements concerning the “sum-
mer”’ moisture departures. Such information
might be very useful for the planning of hydrologic
structures.

It may well be that for crop yield investigations
the moisture departure, d,—for the appropriate
phenological periods—is the most useful variable
in this study. For instance, the moisture de-
parture in June 1961 in northwestern North
Dakota was -—3.69 in. This very abnormal
moisture deficiency during a critical month was
the most important variable responsible for the
much below normal wheat yields in that area.
Of course the moisture variable is only one of the
factors affecting crop yields, but in the drier
regions it is one of the most significant. In the
wetter areas, such as central Towa, yield reductions
may often be related to the positive moisture de-
partures at planting and harvesting times.

APPENDIX B.—EFFECT OF THE AVAILABLE WATER CAPACITY TERM

PURPOSE OF THE AWC VALUE

As mentioned earlier in this paper, the computed
soil moisture is used primarily as a device for
taking account of antecedent weather. It allows
one to derive a number which is regarded as an
index of the amount of previously stored water
available for future use. If the assigned available
water capacity is too small, we tend to under-
estimate the amount of water in storage. On the
other hand, too large an available capacity will,
in humid climates where runoff is large, lead to an
overestimation of the supply of water available.
That is, the computations will show water in
storage for some time after the actual supply has
diminished to the point where the local economy
is beginning to suffer. In semiarid regions the
AWC value is not so critical, and little difficulty
is introduced by assuming too large a value for
AWC in such areas of little runoff.
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EXPERIMENTS AT DOVER, DELAWARE

While it has been known all along that reason-
able final results required the use of a fairly
realistic value for AWC, it was not entirely clear
as to the effect on the drought index of using an
unrealistic AWC value. Therefore, we analyzed
a 44-yr. period of Dover data, with assumed values
of AWC of 2.0 in., 4.0 in., and 8.0 in. That is,
the complete analysis from water balance book-
keeping through the final drought index values
was carried out three times, the only difference
being the assigned value of AWC. Apparently,
somewhere around 4.0 to 6.0 in., could be con-
sidered as realistic for that area.

Results were somewhat unexpected. The anal-
ysis using AWC =2.0 in. produced & maximum
drought severity index of —3.45, thereby indicat-
ing that extreme drought never occurred during
this 44-yr. period. The analysis using AWC =4.0




in. gave a maximum drought severity index of
—4.51, and AW(C =8.0 in. gave a maximum
index of —6.17. When one recalls that the driest
year in 30 years was to be used to define extreme
drought, it is apparent that either this 44-yr.
period was a very biased sample or the assigned
AWC value of 2.0 in. was somehow limiting
the method.

EFFECT OF UNREPRESENTATIVE AWC
VALUES

Why should an AWC value that is too small
tend to limit the method’s capability for showing
large departures from normal? 1If, for the moment,
we assume a ridiculously small value for AWC, say
0.10 in., it is apparent that the main effect is a loss
of the capability for taking account of antecedent
weather. One dry day or one completely dry
year will produce the same result, viz, no water
in storage. Likewise, a wet day or a wet year will
produce full storage. In either instance the
system is no longer capable of taking adequate
account of past weather. As the assigned storage
becomes smaller and smaller, we begin to lose a
part of the basis for estimating the amount of rain
needed. TFinally, all estimates will tend to lie
very close to the normal precipitation itself,
irrespective of the dryness or wetness of the past.
Large values of the moisture departure (the
d values) are therefore ruled out, which also rules
out large drought index values.

If, in humid climates, the assigned storage
capability is too large, rather than too small, it
will allow insufficient runoff during wet periods,
introduce fictitious water supplies and over-
optimistic expectations during dry periods, and
thereby tend to make the area appear more humid
than it actually is. As a consequence, drought
severity will tend to be somewhat inflated.
It does not appear, now, that the consequences
from the use of too large a storage capacity are as
misleading as those stemming from the use of too
small a storage capacity. Actually, the system
is not as sensitive to this factor as this dissertation
might suggest. In general, the Dover results for
AW(O=4.0 in. and AWC=8.0 in. were very
similar. It was only the results from using AWC
=2.0 in. that seemed to be markedly different.

AREAS WITH SMALL STORAGE
CAPABILITY

What sort of results can we expect in an area—
particularly a humid area—which actually has a
rather small capability for storing water? In
the first place, the analysis indicates that, as far
as water is concerned, cumulative weather has
little significance. This lack of an adequate
moisture carryover capability makes it impossible
to fully utilize the humid climate. Such an area
has a water use expectation characteristic of a
more arid climate which does have an adequate
capability for the carryover of water. During
periods of high moisture demand the small amount
in storage is soon exhausted, and, even though
the area is very dry, there is no expectation that a
large moisture recharge will take place—in spite
of the fact that the humid climate is capable of
producing such a recharge. The outcome is that
the full extent of the abnormal wetness or dryness
of the climate cannot be completely utilized or
taken into account; therefore, there is no oppor-
tunity for cumulative weather to build up to a
point where the index indicates either extreme
wetness or extreme drought.

In view of the “droughty soil” concept, thisis a
rather surprising development. However, if one
recognizes that expectations are actually dimin-
ished by the lack of an adequate water storage
facility, the reasonableness of the result is quite
apparent. On a relative basis, an area which
lacks an adequate capability for storing water is
not as affected by prolonged dry weather as is an
adjoining area which has this capability. This,
too, may at first seem illogical; however, on a
relative basis, it is true because the favored area
is accustomed to and expects an adequate supply
of water at all times. If the supply cannot meet
the demand, a serious disruption of the economy
takes place. On the other hand, the less-favored
area is accustomed to frequent water shortages;
the demands and operations are geared to the
fact that water shortages are to be expected.
Therefore, while drought may become apparent
sooner in the area of little moisture carryover
capability, it will never reach the peak severity
that will, in time, occur in the more favored area.
This interpretation seems to conform to reality,
and this is the sort of result the drought index
will show.
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APPENDIX C.—ANALYSIS OVER OTHER TIME OR SPACE UNITS

WEEKLY ANALYSES

The foregoing discussion applies entirely to the
use of monthly temperature and precipitation
data as input. Inasmuch as monthly hydrologic
accounting is a rather crude way of estimating
the water balance [51] some experiments were
conducted using weekly, and even daily, data
as input.

It turned out that the daily accounting followed
by weekly summarization and weekly drought
severity computations introduced some difficulties,
much unnecessary detail, and considerable ex-
pense without producing results which were
appreciably different from those obtained from
the use of weekly input data. This “daily-weekly”
approach was soon abandoned.

As far as procedure is concerned, the weekly
analysis was carried out by the same steps that
were used in the monthly analysis. The main
difference was that the long-term means of P,
PE, etc. were computed for each of the 52 standard
climatological weeks, whereas the monthly pro-
gram requires such means only for the 12 months.

Originally, it had been estimated that the
weekly constants and weekly equations could be
derived from the monthly constants and equations.
However, the problem is not that simple and the
weekly work required the repetition of all the
steps used to develop the monthly equations and
constants.

Results.—Weekly analyses were compared with
monthly analyses at two stations, Gothenburg,
Nebr. and Ames, ITowa. The weekly system gave
more detail; it came closer to pinpointing the
time when events such as the beginning of a
drought happen; and it allows one to keep up
with a currently developing situation. But, over-
all results were, from a climatological standpoint,
very similar to those obtained from monthly data
with only a fraction of the work and expense.

Briefly, the weekly results and the monthly
results were in agreement over 90 percent of the
time; i.e., when one system indicated drought
underway, the other system generally agreed.
Also, the systems seldom disagreed by as much
as 2 percent as to the percentage of time each
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class of drought (mild, moderate, etc.) existed.
The two indications of maximum drought severity
(62 cases) never differed by more than 0.7 of a
drought class and the mean absolute difference
was about 0.2 of a drought class. The average
difference between the two indications of the
time of occurrence of the most severe point in
each of the 62 drought periods was about 11 days.
In general, when the two sets of drought index
values were plotted against time, the agreement
looked very good, both at Ames and at
Gothenburg.

Conclusions.—On the basis of the records
analyzed from both weekly and monthly input
data, it appears that results are not very much
different. The weekly data provide more detail
and apparently get just a little closer to a realistic
measure, but for climatological purposes the dif-
ferences are slight. The monthly analysis can be
done manually without spending too much time.
On the other hand, weekly analysis requires much
more than four times as much work. Either
could be done by machine, but of course it costs
more to do the job by weeks. Also,weekly data are
not readily available either in published form or
on punch cards. One main advantage of weekly
analysis is that it enables one to keep up with a
current drought.

However, it has been found possible to accom-
plish much the same “weekly” result by using the
monthly system in such a way that the middle of
the monthly interval successively moves ahead by
about one-fourth of a month. That is, drop the
first 8 days of the month, add the first 8 days of
the next month and compute on the basis of the
new ‘“‘month”, etc. The coefficients for the mid-
points of these new ‘“months’” can be graphically
determined from a plot of the previously computed
monthly coeflicients. This procedure requires
that one carry on 3 independent sets of “monthly”
analyses in addition to the regular monthly analy-
sis. This scheme is not as difficult as it seems
and it does enable one to keep up with a currently
developing drought situation and to capture some
of the detail that is lost in a regular monthly
analysis.




POINT VERSUS AREA ANALYSIS

Although this method of drought analysis is
based on areal data, it is of interest to determine
its applicability to single station data within the
area. Studies have been made for a few points,
but at this writing there is only one area-single
point comparison which is available.

Since only one case (in Iowa) has been analyzed,
it must be realized that the results are tentative.

The conclusions are that the analysis at a point
tells one a good deal about the weather and
climate of a sizable surrounding area. This is, of
course, not so true in more rugged terrain. Like-
wise, areal analysis gives a fairly good picture of
the dry and wet periods at points within the area.
For climatological purposes areal analyses are
probably adequate, and it is likely that future
work will be concentrated on areal analyses.

APPENDIX D.—RELATIVE INSTABILITY OF THE CLIMATE OF WESTERN
KANSAS SINCE THE EARLY 1930°S

If one accumulates the monthly values of d or
Z for western Kansas and plots them against time,
the curve shows rather a large amplitude since the
early 1930’s as compared to the preponderance of
relatively small oscillations in the previous years.
Of course, the index values in table 13 show the
same sort of thing. Prior to 1932 a fairly sizable
number of months show an index value indicating
near normal or only an incipient wet or dry con-
dition. However, since 1932 small index values
are rather rare.

This can be demonstrated in a crude fashion by
counting the number of months with | X} <1.0 each
year and plotting the cumulative total against
time. Such a plot appears in figure 7.

This figure shows that the period 1887 through
1932 was not marked by numerous large anomalies.
At the end of this 46-yr. period, 223 months,
about 5 per year, had had small index values.
In other words the weather was definitely abnor-
mal only 60 percent of the time.

However, since 1932 the climate has been note-
worthy for the absence of near-normal weather.
In fact, more than 11 months per year have pro-
duced either drought or unusually wet conditions.
It is easy to see how the area gained its ‘“feast or
famine’’ reputation in recent years.

Unfortunately, there is no handy explanation
for this apparent shift in the frequency of abnor-
mal weather. It may continue and it may not.
The warming trend in mean annual temperatures

in the latitude zone 40° to 70° N. seems to have
come to an end at about this time [32]. Also, an
apparent increase in the frequency of tropical
storms in the north Atlantic began in the early
1930’s [8]. Are these various events coincidental?
Probably not, but we simply do not yet know
enough about the fundamentals of atmospheric
actions and interactions really to explain what, if
anything, has taken place. Only when such things
can be adequately explained will there be hope
for prediction on a time scale measured in years
or decades.

NUMBER OF MONTHS

ollutube by bbb ba bbb ln bl b
1886 90 94 98 1902 06 10 14 18 22 26 30 34 38 42 46 50 54 358 62
YEARS

Figure 7.—Cumulative annual number of months with
b:¢ | <1.0, western Kansas.
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APPENDIX E.—RECURRENCE OF SERIOUS DROUGHT IN WESTERN KANSAS

Although no effort was made to discover
“cycles of drought,” the relative regularity of the
occurrence of severe and extreme drought in
western Kansas is rather striking. From table 13
one can see that the index indicated extreme
drought in 1894, 1913, 1934 (and following years),
and in 1954 (and following years). These four
fairly regularly spaced occurrences of extreme
drought may be accidental. However, when one
recalls that the discussion of the drought of 1913
{17] mentioned damaging drought in 1874 and
in the early 1850’s, there appears to be sufficient
evidence to lead one to speculate concerning the
possibility that an extreme drought will again
occur in western Kansas sometime between 1972
and 1975. We have no basis or method for esti-
mating the probability of such an occurrence, but

one could reasonably think it may be greater than
the 6 percent probability of extreme drought
shown in table 17.

It is interesting to note that Tannehill reached
a similar conclusion in 1954 [44]. In a study of the
long-range prospects for rainfall in the United
States he concluded that ““. . . another dry cycle
in this country should begin near the middle of the
1970’s, probably in 1975.” Tannehill, too, was
concerned with the occurrence of widespread,
disastrous drought, the sort of thing that produces
dustbowls and dry reservoirs.

The only thing that seems to be certain is that
future years will sooner or later bring a recurrence
of extreme drought in the area. The question is,
when? On the basis of past history the early
1970’s may be years one might well anticipate.
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ABSTRACT

The development of a 2° lat X 3° long grid of summer drought reconstructions for the continental United
States estimated from a dense network of annual tree-ring chronologies is described. The drought metric used
is the Palmer Drought Severity Index (PDSI). The number of grid points is 154 and the reconstructions cover
the common period 1700-1978. In producing this grid, an automated gridpoint regression method called ** point-
by-point regression” was developed and tested. In so doing, a near-optimal global solution was found for its
implementation. The reconstructions have been thoroughly tested for validity using PDSI data not used in
regression modeling. In general, most of the gridpoint estimates of drought pass the verification tests used. In
addition, the spatial features of drought in the United States have been faithfully recorded in the reconstructions
even though the method of reconstruction is not explicitly spatial in its design.

The drought reconstructions show that the 1930s *‘Dust Bow!” drought was the most severe such event to
strike the United States since 1700. Other more local droughts are also revealed in the regiona patterns of
drought obtained by rotated principal component analysis. These reconstructions are located on a NOAA Web
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site at the World Data Center-A in Boulder, Colorado, and can be freely downloaded from there.

1. Introduction

Drought occurrence remains a serious concern in the
United States (U.S.). In 1996, the most severe drought
of the past 20 years struck the Southwest. Such events
place huge demands on rural and urban water resources
and quality, and place huge burdens on agricultural and
energy production. The 1996 drought was preceded by
a severe drought in the late 1980s in California (Roos
1994; Haston and Michaelsen 1997), in 1986 in the
Southeast (Bergman et al. 1986; Cook et al. 1988), in
197677 in the West (Namias 1978; Matthai 1979), in
the 1960s in the Northeast (Namias 1966; Cook and
Jacoby 1977), in the 1950s in Texas (Namias 1955;
Stahle and Cleaveland 1988), and in the 1930s in the

* Lamont-Doherty Earth Observatory Contribution Number 5896.
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northern Great Plains (Warrick 1980; Stockton and
Meko 1983). Clearly, drought is a common occurrence
in the U.S. and can occur anywhere. Understanding the
causes of drought, especially the severe multiyear
events, is necessary if reliable methods of forecasting
are to be developed. A major difficulty in using the
available meteorological records to model drought in
the U.S. is the limited time span covered by such rec-
ords. There are often too few realizations of proposed
forcing mechanisms of drought in the short instrumental
records to test any of them in a statistically rigorous
way. We hope to alleviate this problem through the use
of centuries-long, annual tree-ring chronologies.

In this paper we describe the development of a grid-
ded network of drought reconstructions covering the
continental U.S. that is derived from a large collection
of climatically sensitive tree-ring chronologies. The re-
constructions cover the period 1700—1978 and are based
on the Palmer Drought Severity Index (PDSI; Palmer
1965), a well-known and widely used measure of
drought and wetness. Previous efforts in reconstructing
drought from tree rings in the U.S. have been highly
successful (e.g., Blasing and Duvick 1984; Cook and
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Jacoby 1977; Cook et al. 1988; Cook et al. 1992;
Graumlich 1993; Haston and Michaelsen 1994, 1997;
Meko 1992; Mitchell et al. 1979; Stahle and Cleaveland
1988; Stahle et al. 1985, 1988; Stockton and Meko 1975,
1983; Woodhouse and Meko 1997). However, most of
these efforts have only involved reconstructing local or
regional drought histories. Earlier efforts by Fritts
(1976, 1991) to reconstruct seasonal temperature and
precipitation across the U.S. met with limited success
because the tree-ring data used were restricted to west-
ern North America. Since that pioneering work, the cov-
erage of tree-ring chronologies across the U.S. has in-
creased enormously. Consequently, an effort to expand
these drought reconstructions in a homogeneous way to
the entire continental U.S. was initiated by Meko et al.
(1993) and developed further by Cook et al. (1996).

We will describe in considerable detail the method
used to develop the continent-wide grid of drought re-
constructions and provide a number of results that doc-
ument the generally high fidelity of the tree-ring esti-
mates. This has been done in an effort to make the
reconstructions as useful as possible to climatologists
and modelers who might want to use these data for
studying past temporal and spatial patterns of drought
and their association with hypothesized forcing func-
tions. To this end, the drought reconstructions have al-
ready been used with considerable success to reevaluate
the putative connection between a bidecadal drought
area rhythm in the western U.S. and solar/lunar tidal
forcing (Mitchell et al. 1979; Cook et al. 1997). In ad-
dition, they are presently being used to study and better
understand the teleconnection between drought/wetness
and the El Nifio-Southern Oscillation in the U.S. (Ro-
pelewski and Halpert 1986; Cook et al. 1999; Cole and
Cook 1998).

Much of what we have produced is, in a sense, an
extension of the work done by Karl and Koscielny
(1982; referred to hereafter as KK) in their study of
drought in the U.S. The research of KK was based on
a 60-point grid of instrumental PDSI data covering the
period 1895-1981. In so doing, they described some
important temporal and spatial features of drought in
the U.S. Aswill be shown, our tree-ring reconstructions
faithfully capture most of the properties of drought de-
scribed by KK. In the process, the drought database for
the U.S. has been extended back in time by a factor of
3 on a much denser 154-point grid, which allows for
more detailed temporal and spatial analyses.

2. The PDSI grid

The PDSI grid used in this study is 2° lat X 3° long
and is patterned after a study of runoff and drought
across the United States by Langbein and Slack (1982).
This grid isshown in Fig. 1. It is based on 1036 single-
station monthly PDSI records estimated from the His-
torical Climatology Network (Karl et al. 1990) and mod-
ified according to Guttman (1991). However, the Death
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Fic. 1. Map of the continental U.S. showing the locations of the
PDSI grid points used in this study. The grid spacing is 2° lat. X 3°
long. and totals 155 points.

Valley, California, record was deleted prior to gridding
because of anomalously high (e.g., >20) monthly PDS]
values in 1958. All stations used begin no later than
1925 and end no earlier than 1989.

The choice of the gridding dimension was a trade-
off between spatial resolution and the desire to reduce
the size of the PDSI network. A 2° X 3° grid reduces
the PDSI network to about 15% of its original size. Yet,
the spatial definition of the grid should still be high
enough to capture mesoscale patterns of wetness and
dryness and to resolve regional drought patterns found
by KK using a coarser 60-point PDSI grid.

Following Meko et al. (1993) and Cook et al. (1996),
the single-station records were interpolated to the 155
grid points using inverse-distance weighting of the form

PDSI, = (il P[;_S|j> / (i d1> (1)

where mis the number of stations within a given search
radius of grid point k, PDSI; is the jth PDSI station
record, and d; is the distance of station j from grid point
k. The first 3 yr of data were deleted from each station
record to eliminate starting-value transience in com-
puting the monthly PDSIs (N. Guttman 1994, personal
communication). Then, a 150-km search radius was
used to locate stations local to each grid point. All sta-
tions found within that radius were used. If at least five
stations were not found within 150 km, then the five
closest stations were used. A minimum distance of 30
km was used in 1/d to avoid excessively weighting sta-
tions very close to the grid points. As stations dropped
out prior to 1928, the weights of the remaining series
were renormalized for interpolation to gridpoint k. This
enabled the preservation of pre-1928 PDSI data for re-
gression model validation.

Because the individual stations used in the grid have
varying starting years, the first year of data available at
each grid point varies over space. All of the grid points
have data back to 1913. Prior to 1913, the number of
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Fic. 2. Map of locations of the 425 annual tree-ring chronologies
used in this study. Some of the locations represent more than one
chronology. All of the series cover the common time period 1700—
1979.

grid points with data declines to 143 by 1903, 97 by
1895, 38 by 1890, and 10 by 1874 due to the changing
beginning years of the instrumental PDSI data over the
grid. The quality of the grid also varies over space, with
the weakest areas located in the northern Great Basin
and Rocky Mountains regions (Cook et al. 1996).

The PDSI data were gridded on a monthly basis. Yet,
past experience indicates that summer (i.e., June-Au-
gust) PDSI relates better to tree rings on average than
to any single month when comparisons are made over
large geographic areas. Cook et al. (1992) found that
the peak correlation between PDSIs and tree rings shift-
ed from June for chronol ogies south of Virginia, to July
in the Virginia—-New York region, and even to August
for some chronologies in northern New England and
Canada. This shift was attributed to regional differences
in phenology (i.e., the timing of tree growth) associated
with the northward march of the growing season in
spring and to the time required for evapotranspiration
demand to significantly draw down the soil moisture
supply. Consequently, we also used summer PDSI here
as the best drought index to reconstruct across the Unit-
ed States.

3. The tree-ring network

The tree-ring chronologies used here to reconstruct
past drought across the continental U.S. number 425
now, an increase of 177 over those used by Meko et al.
(1993) in their examinations of spatial patterns of tree
growth. Many of the new chronologies were devel oped
after the start of that study. Others were not included
for a variety of reasons. We have chosen to include
virtually all available chronologies that begin no later
than 1700 and end no earlier than 1979, a criterion
previously established by Meko et al. (1993). Figure 2
shows the distribution of sites across the United States.
The distribution is highly patchy due, in part, to the
uneven distribution of forested land. In addition, the
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distribution of tree species in the network is highly re-
gional due to the natural distribution of forest com-
munities and species range limits in the U.S. See Cook
et a. (1996) for more details. Not all of these chro-
nologies will be useful predictors of drought. However,
the screening process described and tested below for
retaining candidate tree-ring predictors of PDSI will
guard against including those chronologies not statis-
tically related to drought.

Prior to regression analysis, thetree-ring chronologies
were put through a process of variance stabilization de-
scribed in Meko et al. (1993). Variance stabilization was
done to reduce the effects of changing sample size on
the variance of the tree-ring chronology, especially in
the early portions of chronologies below, say, six in-
dividual measurement series. This removed a potential
artifact from the data that is unlikely to be related to
changing climatic variability.

4. Calibration/verification results

The method used to reconstruct the PDSI grid from
tree rings is point-by-point regression (PPR). As im-
plemented here, PPR issimply the sequential, automated
fitting of single-point principal components regression
models of tree rings to a grid of climate variables. The
sequential nature of PPR differentiates it from joint
space-time methods used to simultaneously relate two
fields of variables, such as canonical regression (Glahn
1968; Fritts et al. 1971), orthogonal spatial regression
(Briffaet al. 1986; Cook et a. 1994), and singular value
decomposition (Bretherton et al. 1992). Mathematical
details of the PPR method and tests of its implemen-
tation are described in the appendixes at the end of the
paper.

The PPR method is based on the premise that only
those tree-ring chronologies proximal to a given PDS]
grid point are likely to be true predictors of drought at
that location, where ““true”” implies acausal relationship
between tree rings and drought that is stable through
time. The rationale behind this premise is our under-
standing of drought in the U.S. as a regional- or me-
soscal e phenomenon (see KK for mapped regions). Con-
sequently, synoptic-scale teleconnections between tree
rings and drought, while statistically significant during
any given calibration period, may not be stable through
time. This “‘local control”’ over the reconstruction of
each gridpoint PDSI is not possible with the joint space—
time reconstruction methods mentioned above.

In the PPR method, afixed search radius around each
grid point defines the zone of local control exercised by
the method in selecting candidate tree-ring predictors
of PDSI. A second level of control is aso applied in
the form of a screening probability, which eliminates
tree-ring chronologies from the candidate pool that are
poorly correlated with drought. Here we examine the
statistical fidelity of the PDSI reconstructions based a
450-km search radius and a screening probability a =
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0.10, selected after the extensive testing described in
appendix B. The statistics used for this purpose are the
same as those described for those tests: the explained
variance (R?) over the 192878 calibration period, the
squared Pearson correlation (R?) over the pre-1928 ver-
ification period, the reduction of error (RE) in the ver-
ification period, and the coefficient of efficiency (CE)
over the verification period. See appendix B for the
mathematical definitions of these statistics. All four tests
are measures of fractional variance in common between
actual and reconstructed PDSI. In this sense, they are
comparable. However, they differ markedly in their rel-
ative performances. As will be seen, the calibration pe-
riod RZ always overestimates the true fidelity of the tree-
ring estimates of drought, while in the verification pe-
riod, R? usually indicates better fidelity in the estimates
than RE and CE. Among the verification statistics used
here, the CE is the most rigorous (Cook et al. 1994).

A PDSI grid point passed the R? test if it was suc-
cessfully calibrated by tree rings following the proce-
dures outlined in appendix A; it passed the R? test if
the Pearson correlation between actual and estimated
PDSI in the verification period was significant at the
95% one-tailed confidence level; and it passed the RE
or CE if either was >0. See appendixes A and B for
details. For the R? test, 154 of 155 grid points were
successfully calibrated. The only grid point not cali-
brated was the one in southern, subtropical Florida,
where there are no tree-ring chronologies. For the R?
test, 147 grid points of the remaining 154 were suc-
cessfully verified. In contrast, the number of RE and
CE tests that passed dropped from 147 to 133 and 124
grid points, respectively. So, the verification test results
indicate that the tree-ring reconstructions of drought are
significantly related to actual PDSI over most of the
grid. The median R?, R?, RE, and CE fractional vari-
ances are 0.55, 0.36, 0.31, and 0.22, respectively. The
decreasing trend in these test statistics follows exactly
the expected level of rigor of the regression model cal-
ibration and validation tests.

As good as these verification results are, they are
probably understating the true skill of the tree-ring re-
constructions at some grid points. The instrumental
PDSI datain the verification period are not likely to be
as homogeneous as those in the calibration period due
to widely variable station record lengths and fewer sta-
tion observations per year. In addition, some of the sin-
gle station records used in the grid may be inhomoge-
nous. Consider, for example, two stations used in the
PDSI grid in Nevada: Battle Mountain Airport
(40°37'N, 116°52'W, elevation 1381 m) and Elko Fed-
eral Aviation Administration (FAA) Airport (40°50'N,
115°47'W, elevation 1548 m). These stations are only
53 and 63 km from the grid point in north-central Ne-
vada (see Fig. 1) and are weighted most heavily in this
five-station gridpoint average. Over the 1928-78 cali-
bration period, the summer average PDSI s of these near-
by stations have a correlation of 0.67. However, in the
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18941927 precalibration period common to both sta-
tions, their correlation drops catastrophically to 0.05.
Most of the loss of fidelity is in the pre-1910 data. If
the comparison is made over the 191027 period only,
the correlation improves somewhat to 0.27, but in either
case the correlations are not statistically significant (p
< 0.05). With regard to the tree-ring estimates of PDSI,
the calibration R? is 0.69, while the verification period
RE and CE are —0.67 and —0.95, respectively. In this
case, there is little doubt that the poor quality of the
pre-1928 instrumental PDSI data is contributing strong-
ly to the negative tree-ring verification. Given the ex-
tremely high quality and drought sensitivity of the tree-
ring chronologiesin the Great Basin, it isalmost certain
that the trees are doing a better job at estimating regional
drought and wetness than are the meteorol ogical stations
in northern Nevada prior to 1928. It islikely that similar
instrumental data problems exist elsewhere in the grid,
but we have not yet quantified the impact of this source
of error on the verification statistics.

5. Spatial patterns of calibration and verification

The calibration/verification results provided above
were summaries for the entire drought grid. We now
take a detailed look at the spatial patterns of the frac-
tional variance statistics to see how homogeneous the
results are across space.

Figure 3 shows the contoured maps of these statistics.
The R? map indicates that the regression models for
large areas of the U.S. explain 50%—70% of the grid-
point PDSI variance. The weakest calibration areas are
in the upper Midwest and in northern New England.
The R?2 map indicates that the drought estimates over
virtually al of the United States covary significantly
with the actual PDSI datain the verification period. That
is, any R? value in excess of 0.10 (i.e,, a simpler >
0.32) is statistically significant using a one-tailed test
and « = 0.05. The RE and CE maps reveal more clearly
some weak areas in the reconstruction grid. Specifically,
there are some regions (e.g., the Great Basin, the upper
Midwest, and the central Great Plains) with RE and CE
both <0. Since these regions verified reasonably well
in the R2 map, the loss of fidelity is probably due mainly
to differences in mean level between the actual and
estimated PDSIs over the verification period. This sus-
picion was largely verified by a series of equality-of-
means tests of the verification data. Figure 4 shows maps
of the mean differences between the actual and esti-
mated PDSIs (upper map) and the corresponding t-test
probabilities for those differences (lower map). Most of
the differences fall in the range of =0.50 PDSI units,
which are rarely significant even for « = 0.20. The
largest region of significant differences (p < 0.10) is
located in the Great Basin and Wyoming—M ontanaareas
where the RE and CE statistics are conspicuously neg-
ative.

Similar verification problemsin the RE and CE maps
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Fic. 3. Contour maps of the R?, R?, RE, and CE gridpoint fractional variance statistics. The calibration map shows that 50%—70% of the
PDSI variance was calibrated by tree rings over most of the U.S. The R?, RE, and CE maps indicate, as expected, that there has been some
loss of fidelity in the verification period. However, PDS| estimates over most of the U.S. is also verify significantly. The areas of negative
RE and CE are mostly in areas where the mean levels of the actual and estimated PDSIs differ significantly (p < 0.10; see Fig. 4).

around the Great Basin were also found by Cook et al.
(1996) in their earlier tests of the PPR method. Their
analyses of the gridded instrumental PDSI dataindicated
that the regions of weak verification in Fig. 3 could be
duein part to decreasing quality of theinstrumental data,
the Great Basin being the most likely case in point
(Cook et al. 1996). However, it is also true that the
quality and coverage of tree-ring datais somewhat poor
in the other areas that do not verify well. Therefore, the
gridpoint reconstructionsin these regions should be used
with more caution than those where the verification tests
are all significant. The quality of these reconstructions
should improve if new tree-ring chronologies can be
developed in areas of poor coverage.

Finally, we examined the degree to which the recon-
structions preserved the pattern of PDSI variability
across the U.S. For example, it is known that drought
variability is generally greater in the western half of the
U.S. However, there is no guarantee that the reconstruc-
tions have preserved the spatial pattern of drought var-
iability because of variance lost by regression. Yet, such
information is important to retain if one is to make
meaningful comparisons of drought variability over dif-
ferent time periods in the reconstructions. Figure 5
shows the contoured maps of gridpoint standard devi-
ations for the actual and estimated PDSIs over the cal-
ibration period. There appears to be a high degree of

similarity between the two maps, even down to the local
level of detail. Indeed, the maps have a correlation of
0.91. The preservation of the standard deviation pattern
is due to the reasonably homogeneous pattern of cali-
brated variance shown in the R2 map. Thus, the recon-
structions ought to be quite useful for studying changing
patterns of drought variability across the U.S. over the
past three centuries.

6. Additional spatial comparisons

The calibration/verification results for the PPR meth-
od indicate that the PDSI reconstructions are generally
valid expressions of drought over the United States.
However, the PPR method does not contain any explicit
spatial component other than that related to the search
radius. The spatial relationships of drought in the United
States (sensu KK) extend over regionsthat are generally
larger than the 450-km search radius used here. Thus,
while the individual gridpoint reconstructions are rea-
sonably accurate in a temporal sense, they are not nec-
essarily guaranteed to be valid in a spatial sense beyond
the scale of the search radius used here. For this reason,
we will describe here a number of analyses that collec-
tively indicate that the spatial patterns of drought have
also been well reconstructed by the PPR method.
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FiG. 4. Equality-of-means tests in the verification period. The con-
toured mean differences in PDSI units are shown in the upper map.
The contoured t-test probabilities of those mean differences are shown
in the lower map for regions where p < 0.20, p < 0.10, and p <
0.05. Most of the regions that have significantly different (p < 0.10)
means also have negative REs and CEs (see Fig. 3).

a. Mean field, correlation, and congruence analyses
of yearly PDS maps

First, we will describe the degree to which the yearly
maps (or spatial patterns) of reconstructed PDSI agree
with those based on the gridded instrumental data. For
this purpose, we will compare (a) the mean PDSI fields
over time, (b) therelative spatial patterns using the Pear-
son correlation coefficient, and (c) the absolute spatial
patterns using the congruence coefficient. The recon-
structed patterns will be compared to two gridded in-
strumental PDSI datasets: the original one used for cal-
ibration purposes and a new one based on climate di-
vision PDSI data not directly used for calibration pur-
poses. Comparisons using the former will be made over
the 1874-1981 time period for which there are at least
10 grid points of actual and reconstructed PDSI data,
while the latter has data for all grid points back to 1895
only. The rationale for using the gridded climate divi-
sion data for additional tests is discussed next.

As described earlier, the single-station instrumental
PDSI records used in the grid vary in length over space.
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Fic. 5. Contour maps of the standard deviations of the actual and
estimated PDSIs. These maps show the excellent degree to which the
tree-ring estimates have preserved the spatial patterns of drought
variability over the U.S.

Thus, some grid points have much longer records than
others. The ending years of the tree-ring chronologies
also constrain the end year of analysis. Thisisrevealed
in Fig. 6a, which shows the number of grid points with
actual and reconstructed PDSI data asafunction of time.
The maximum number (154) covers the period 1913—
78. After 1978, the number of reconstructed grid points
declines precipitously to 10 by 1981 due to the ending
years of the tree-ring chronologies used. Prior to 1913,
the number of grid points declines to 143 by 1903, 97
by 1895, 38 by 1890, and 10 by 1874, all due to the
changing beginning years of the instrumental PDSI data
over the grid. The quality of the instrumental PDSI grid
declines back in time as well because the number of
single-station records used to estimate the gridpoint val-
ues for each year decreases as shorter records drop out
of the gridding process. For these reasons, some deg-
radation in the map comparisons ought to be expected,
which is unrelated to the true fidelity of the tree-ring
estimates.

In contrast, the gridded climate division data are
available for all 154 grid points back to 1895 (Fig. 7a),
and the number of single-station records represented in
the climatic division summariesisgenerally greater than
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that available from the Historical Climate Network
alone. Consequently, the map comparisons (especially
before 1928) ought to be more robust using the gridded
climatic division data. Finally, the relationships between
the actual and reconstructed data over the 1928-78 cal-
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Fic. 6. Annual map comparisons of the actual and estimated PDSIs. The actual PDS| data
are from the single-station grid used for calibration and verification. The number of grid points
available for comparison each year is shown in (a). Note the steep drop-off in the number of
available grid points prior to 1903. The grand mean PDS| averaged over al available grid points
for each year is shown in (b). Note the very high correlations between the actual and estimated
grand means in both the calibration and precalibration periods. The series of annual map cor-
relations and congruences are shown in (c) and (d), respectively. The 99% confidence limits for
each were determined by randomization tests. Most of the annual map comparisons exceed the

99% confidence level by wide margins.
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ibration period have been optimized in a least squares
sense only for the single-station grid. The gridded cli-
mate division data, while highly related to the single-
station grid, do not suffer from this constraint. There-
fore, these additional spatial comparisons should pro-

Fic. 7. Annual map comparisons of the actual and estimated PDSIs. This time the actual data
are gridded climate division PDSI data, which all begin in 1895. These data avoid the steep pre-
1903 loss of grid points in the single-station grid (Fig. 6a). See the Fig. 6 caption for more

details.
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vide a less biased evaluation of the true fidelity of the
reconstructed PDSI maps.

1) MEAN FIELD COMPARISONS

A simple first-order comparison of the actual and re-
constructed PDSI maps can be made by simply com-
paring the mean fields over time. That is, for each year
al of the available gridpoint values are averaged to-
gether, separately for the actual and reconstructed data.
The resulting grand mean time series are shown in Figs.
6b and 7b for the single-station and climate division
grids, respectively. Although the single-station data go
back to 1874, correlations between the mean actual and
reconstructed series have only been calculated back to
1895 for comparison with the climatic division grid re-
sults.

Thereis ahigh degree of similarity between the mean
series in each case. First, for the single-station grid, the
correlation between actual and reconstructed PDSI is
0.944 over the 1928-78 calibration period. The corre-
lation then drops to 0.896 in the 1895-1927 precali-
bration (i.e., verification) period, but is still highly sig-
nificant. And over the entire 1895-1981 period, the cor-
relation is 0.889. For the climate division grid, the cor-
relations are comparable: 0.932 for the 1928-78
calibration period, 0.829 for the 1895-1927 precalibra-
tion period, and 0.881 overall. Clearly, the mean PDSI
fields are well estimated by tree rings back to 1895 at
least and even where the number of grid points drops
to 10 in the 187494 period (see Fig. 6b). The similarity
of the calibration period correlations based on the dif-
ferent grids indicates that, at this spatial scale of com-
parison, there is no significant least squares fitting bias
in the reconstructions. These results are highly encour-
aging. However, this analysis does not reveal how well
the spatial patterns that make up the mean fields have
been replicated each year by the treerings. To determine
this, we will use map correlation and congruence analy-
Ses.

2) MAP CORRELATION

To test the relative agreement between actual and re-
constructed PDSI maps, we used the Pearson product-
moment correlation coefficient. First, we normalized
each gridpoint reconstruction using itscalibration period
mean and standard deviation. This was done to avoid
any regional bias in the map correlations due to spatial
variations in the PDSI standard deviation (see Fig. 5).
Then, for each year i of the n-yr overlap period between
actual and reconstructed PDSI, we calculated

E (pk - p)(Qk - q)
r., =1 x 2

Pq 2!

2 (pk - ﬁ)z 2 (qk - q)z

where the summation extends over the k = 154 PDSI
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grid points, p, and g, are the actual and reconstructed
PDSI values at grid point k, respectively, and p and
are the mean fields for each year i, for example, those
shown in Fig. 6b. Because the mean fields are subtracted
from the gridpoint values, the information contained in
them, which is a real component of drought over the
coterminous United States, does not contribute to the
estimate of r,.

Figure 6¢ shows the time series of map correlations
(solid line) for the single-station grid. Also included is
the one-tailed 99% confidence level (dashed line) es-
timated by randomizing the reconstructed PDSIs and
calculating the correlation of this randomized field with
the actual data. This was done 5000 times for each year.
The resulting significance levels are very close to that
which would have been obtained by the standard t test
of the correlation coefficient. Note that back to 1889,
where the number of grid points exceeds 30, the map
correlations all exceed the 99% level. On average, the
highest correlations occur during the 1928-78 calibra-
tion period (F = 0.652), aresult that is probably related
to the least squares optimization. Prior to 1928, the cor-
relations decline systematically (e.g., T = 0.475 over
the 1895-1927 precalibration period), a result that is
consistent with the difference in the pointwise calibra-
tion/verification statistics reported earlier. Prior to 1889,
the map correlations are mostly nonsignificant, in some
cases catastrophically so. Thisresult is probably acom-
bination of a number of things that are at least partly
unrelated to the overall quality of the PDSI reconstruc-
tions. Some of the longest (i.e., pre-1889) instrumental
PDSI records come from the eastern U.S., where the
calibration/verification statistics are relatively weak. So,
adeclinein spatial correlation isnot too surprising when
that restricted area contributes the most to the correla-
tion analyses. And it is aso likely that the quality of
the actual gridded data declines back in time as the
number of individual station records used in the grid
declines.

The map correlations based on the climate division
grid are shown in Fig. 7c. Except for 1979, when the
number of grid points is small, all correlations exceed
the 99% significance level. The average map correlation
over the 1928-78 calibration period (F = 0.604) is
somewhat weaker than that based on the single-station
grid (r = 0.652), a result that is probably related to the
lack of prior least squares fitting bias here. However,
there isless evidence of the systematic decay in the map
correlations prior to 1928 in this case, and the average
correlation over the 1895-1927 period (F = 0.503) ac-
tually exceeds that based on the single-station grid (F
= 0.475).

3) MAP CONGRUENCE

The map correlations are very useful for describing
how well the spatial patterns of drought covary in a
relative sense. However, because the mean fields are a
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true component of drought variability over time (see
Figs. 6b and 7b), it is desirable to include this infor-
mation in the spatial analyses as well. To do this, we
have used the congruence coefficient, which was orig-
inally developed as a measure of the similarity between
two factor patterns in multivariate research (Richman
1986; Broadbrooks and EImore 1987). The congruence
coefficient is computed for each year of the overlap

period as
2Pk

Cpq = 12! (3)
IR IN

where p, and g, are the actual and reconstructed PDSI
values at grid point k. Note that the only difference
between c,, and r, is the lack of p and T here. Thus,
the means are not removed in computing c,,, leading
some earlier studies to describe the congruence coeffi-
cient as an unadjusted correlation coefficient (Broad-
brooks and EImore 1987). The theoretical range that c,,
may take is the same as r,,. However, the presence of
p and T in the calculation of congruence means that ¢,
tends to be biased toward 1.0 relative to r,, (Richman
1986). There is no theoretical sampling distribution for
testing the significance of c,, because of its partial de-
pendence on p and @, which are random variables in
their own right. Several studies have used Monte Carlo
methods to generate empirical limitsfor ¢, (e.g., Broad-
brooks and EImore 1987). Here, we have generated our
own significance levels using the randomization pro-
cedure described for the correlation coefficient.

Figure 6d shows the map congruence coefficientsover
time for the single-station grid, along with the empirical
99% confidence levels. Theresultsare qualitatively sim-
ilar to that found by correlation alone. The highest av-
erage congruence occurs in the 1928-78 calibration pe-
riod (T = 0.694), followed by declining but still sig-
nificant congruence from 1895 to 1927 (T = 0.563).
Prior to 1895, congruence remains significant back to
1889 and then becomes very poor. A close comparison
of the correlation and congruence plots reveals that, as
expected, there is a small positive bias in the estimates
of thelatter (e.g., T = 0.581 and T = 0.639, respectively,
over the 1895-1981 period). Perhaps the greatest dif-
ference in the two analyses is in the estimates of the
confidence levels. The dependence of c,, on p and g
has resulted in a highly variable and erratic series of
confidence levels that are clearly related to the vari-
ability between the mean fields shown in Fig. 6b.

The map congruences based on the climate division
grid are shown in Fig. 7d. These results are again qual-
itatively similar to the correlation results. As before,
there is greater long-term stability in map congruence
using this grid for comparison with the reconstructed
maps, and, except for 1979, all congruences exceed the
99% confidence level. All other details concerning the
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map correlations above are similar here; for example,
the average map congruence for the 1928—78 calibration
period (€ = 0.655) is weaker than that based on the
single-station grid (C = 0.694), but the average con-
gruence over the 1895-1927 period (C = 0.571) actually
exceeds that based on the single-station grid (C =
0.563). None of these results indicate any serious de-
ficiency in the annual PDSI maps produced by the tree-
ring estimates.

4) DiscussION

The analyses shown in Figs. 6 and 7 indicate that the
spatial patterns of PDSI in the reconstructions have cap-
tured those in the actual data with high (p < 0.01)
statistical fidelity. Prior to 1895 some of the differences
between the actual and reconstructed PDSI clearly arise
from the deterioration of the instrumental PDSI cov-
erage in time and space. The mean fields of the recon-
structions have been estimated extremely well back as
far asit is possible to test them, while the more detailed
reconstructed annual maps are significantly related to
the actual PDSI fields back to 1895 at least. The cor-
relations between the actual and reconstructed mean
fields are higher than the mean calibration and verifi-
cation results of the individual grid points using PPR.
This result indicates that the gridpoint reconstructions
contain more ‘‘local noise” than do larger-scale aver-
ages of PDSI, with the mean fields studied here being
the limiting case of averaging over al grid points (i.e.,
a continental -scale average). Averaging gridded climate
reconstructions spatially to improve the signal-to-noise
ratio has been used with considerable success (e.g.,
Fritts 1991; Mann et al. 1998) and is clearly justified if
the main interest isin climate variability at spatial scales
larger than that initially reconstructed. However, how
one averages the reconstructions spatially to preserve
insights into the physical climate system needs to be
carefully considered. One approach to this problem is
to use rotated principal component analysis (Richman
1986) to aobjectively define the natural regional drought
climatologies in the United States (sensu KK). In the
next section, we will use rotated principal component
analysis to demonstrate that the regiona drought pat-
terns found by KK in their instrumental data can be
reproduced well in most cases by our PDS| reconstruc-
tions.

b. Rotated principal component analysis

Rotated principal component analysis (RPCA) is a
powerful tool for objectively decomposing spatial arrays
of climate datainto natural regional clusters or patterns
(e.g., Barnston and Livezey 1987). Richman (1986) re-
viewed this topic in detail and performed a number of
Monte Carlo experiments to test the performance of a
number of rotation methods. We have used two of the
recommended rotation methods here: orthogonal vari-
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Reconstructed PDSI Varimax Factors (1700-1978)
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FiG. 8. Reconstructed summer drought varimax factors for the U.S. (1700-1978). The percent variance accounted for by each is indicated
in each map. Most of these factors agree well with those of KK based on monthly instrumental PDS|s. The largest discrepancy is with our
factor 1, located mainly over Colorado, which has replaced the * southwest” factor of KK, located mainly over Arizona. This discrepancy

is investigated further in Fig. 9.

max rotation (Kaiser 1960) and oblique promax rotation
(Hendrickson and White 1964). The former is perhaps
the most popular orthogonal rotation method in use to-
day, while the latter was shown by Richman (1986) to
be one of the best oblique rotation methods for recov-
ering the underlying true *“ simple structure”’ in his syn-
thetic data tests. (Following the recommendation of
Richman, the promax method was applied using a power
k = 2.) Each method rotates the axes of aretained subset
of unrotated principal components in order to achieve
some degree of simple structure among variables. The
resulting rotated factor loadings should be near one or
near zero ideally and each variable should load heavily
on one or, at most, a small number of factors only (Rey-
ment and Joreskog 1993). The loadings themselves can
also be interpreted as simple correlations between each
factor and the original variables.

In the context of this study, the variables are the PDSI
grid points and the observations are the associated time
series of PDSIs. The varimax rotation maintains or-
thogonality between the resulting factors, while promax
rotation allows for intercorrelations between the factors
to emerge as part of the simple structure solution. In
the context of RPCA of climate datafields, itisarguable

that orthogonal factors are physically unrealistic. There-
fore, an oblique solution might be preferred.

We used RPCA here to see how well the regional
drought patterns in our reconstructions agree with those
of KK. In their analyses, KK applied both varimax and
oblique (direct quartimin) rotation to a 60-point grid of
monthly instrumental PDS| data (1895-1981) acrossthe
continent. In so doing, they identified nine regional
drought factors that they were able to associate with
distinct, regional precipitation climatologies. We will
assume this subspace dimension in our study here to
simplify the analyses, but do not expect 1:1 congruence
between our factors and those of KK. Unlike our sum-
mer PDSIs, the factors produced by KK were based on
monthly data. The difference in grid resolution (154 vs
60) between our two studies could also affect the lo-
cation of the factor boundaries. However, we should
expect to see some strong similarities because the re-
gional precipitation climatologies described by KK
should contribute strongly to our summer PDSI esti-
mates as well.

Figure 8 shows the reconstructed drought factor maps
over the full 1700-1978 reconstruction period, based
on the varimax rotation method. Most of the regional
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Gridded Single Station PDSI Varimax Factors (1913-1978)
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Fic. 9. Actual summer drought varimax factors for the U.S. (1913-78) based on the single-station grid. These maps agree very well with
those in Fig. 8, even to the extent that the ** Colorado’ factor in our reconstructions is present in the actual data as well. Thus, the southwest
factor of KK, calculated over the 1895-1981 period, may be more related to nonsummer PDSI variability.

drought patterns described in KK are clearly evident
here. For example, factors 2—9 correspond closely to
their northeast, northwest, west—north-central, south-
east, central, south, east—north-central, and west factors
(KK, their Fig. 4). The biggest difference between the
factor analyses is between our factor 1 (located mainly
over Colorado) and their southwest factor (located main-
ly over Arizona). To seeif this difference was an artifact
in our reconstructions, we performed RPCA on the sin-
gle-station summer PDSI grid used for calibration and
verification. In this case, the analysis period was 1913—
78, common to all grid points. The nine varimax factors
of the instrumental data are shown in Fig. 9. A visual
comparison of the equivalent varimax factors in Figs.
8 and 9 (e.g., factor 9 with factor 1) indicates that the
tree-ring estimates have indeed captured the regional
summer drought climatologies in the U.S. very well. In
particular, factor 9 in Fig. 9 (located equally over Col-
orado, Kansas, and Nebraska) is very similar to factor
linthereconstructions. So, it appearsthat the southwest
factor of KK is not evident when only summer PDSI is
evaluated. Rather, it is replaced by a drought factor lo-
cated mainly over the eastern Colorado region.
Oblique promax rotation was applied next to the
drought reconstructions. Although there were some ap-

parently significant correlations between some of the
oblique factors (the four largest correlations arer,, =
0.28, r,;, = 033, r,, = 0.32, and r,; = 0.27), the
varimax and promax factors (not shown) were essen-
tially identical. Therefore, the orthogonal varimax so-
lution appears to be an adequate representation of the
underlying regional summer drought factorsin the U.S.

Figure 10 shows the factor scores estimated from the
Fig. 8 varimax factors. These nine time series provide
histories of relative drought and wetness for the iden-
tified regions. Some of the well-known droughts of the
twentieth century are indicated in these histories. For
example, the serious drought that struck the Northeast
in the 1960s (Cook and Jacoby 1977) isindicated in the
factor 2 scores. The drought that occurred during the
“Dust Bow!” years of the 1930s (Stockton and Meko
1983) shows up in the scores of factors 3 and 4 in the
Pacific Northwest and northern Great Plains. And the
drought that struck the Texas region in the 1950s (Stahle
and Cleaveland 1988) is revealed in the scores of factor
7. In contrast, a notable wet period in the early 1900s
isindicated in several of the factors. Prior to 1900, the
factor scores reveal periods of drought and wetness that
in some cases appear to be unprecedented in the record.
The factor scores also show varying degrees of inter-
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FiG. 10. The nine varimax factor scores of the loading maps shown
in Fig. 8. These scores represent the regional histories of relative
drought and wetness in the US since 1700. They have also been
smoothed to emphasize the interdecadal (>10 yr) timescale of var-
iability. The bottom time series is a weighted average of relative
drought and wetness for the U.S. based on the scores of the first
unrotated principal component of the reconstructions. It shows that
the 1930s Dust Bow! drought was easily the most severe such event
to hit the U.S. since 1700.

decadal variability, with factor 4 in the northern Great
Plains showing the most multiyear power. Clearly, there
is much to be learned about U.S. drought from the re-
constructions produced here.

Also included in Fig. 10 is a plot of the scores of the
first unrotated principal component of drought (U.S. av-
erage), scaled to have variance comparable to the var-
imax scores. This component accounts for 22% of the
total PDSI variance. Thisseriesis effectively a(weakly)
centrally weighted average of the actual drought recon-
structions. Based on the very high correlations (~0.90)
between the actual and estimated mean fields shown in
Figs. 6b and 7b, this record is a highly accurate history
of drought for the U.S. as a whole. It shows that the
Dust Bowl drought of the 1930s was clearly the most
severe event to strike the U.S. since 1700. Indeed, the
two most extreme yearsin this series are 1934 and 1936.
The third most severe drought year occurred in 1977.
Other notable dry periods occurred around 1820, 1860,
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and 1950. Two unusual wet periods also stand out in
the 1820—40 and 190020 intervals.

c. Discussion

The results of our spatial comparisons between in-
strumental PDSIs and the tree-ring estimates indicate
that the reconstructions have captured the inherent spa-
tial variability of drought across the U.S. with a high
degree of fidelity. This has been accomplished using
PPR, which does not contain any explicit spatial com-
ponent in its design, except for the selected search ra-
dius. The ability of PPR to reconstruct the spatial fea-
tures of drought is undoubtedly due to the underlying
regionality of climate in the U.S. that determines pat-
terns of drought and wetness and, ultimately, patterns
of tree growth (e.g., Fritts 1965; LaMarche and Fritts
1971).

7. Concluding remarks

The U.S. drought reconstruction grid produced here
is a significant new application of dendroclimatic tech-
niques to reconstruct past climate. The quality of the
gridpoint reconstructions is generally quite good and
spatially homogeneous. As noted earlier, the automated
nature of the PPR method virtually guarantees that the
gridpoint reconstructions produced here will not nec-
essarily be the best possible at any given grid point.
However, the PPR method does guarantee that each grid-
point model is developed in a consistent manner. Its
specific implementation here also guarantees a near-
global optimum in terms of model verification.

Thereislittle doubt that the joint space-time methods
of climate reconstruction (e.g., canonical regression or
singular value decomposition) would have resulted in
better calibration statistics here (e.g., a higher global
R?). These techniques are constrained to find the optimal
linear association between two fields of variables. How-
ever, they would almost certainly lead to poorer veri-
fication results (see the verification surfaces shown in
Appendix B, Fig. B1) because they would allow long-
range, temporally unstable, tree-ring teleconnections to
influence the estimation of the gridpoint PDSIs. The
joint space-time methods would also be mathematically
ill-conditioned if the original data were used directly
here because the number of grid points (155) greatly
exceeds the number of years (51) used for calibration.
This problem can be ameliorated by reducing the di-
mensions of the problem through principal component
analysis of the predictor and/or predictand fields prior
to regression (Fritts 1976; Cook et al. 1994; Mann et
al. 1998) but at the loss of higher-order dimensionality
in the resulting field of reconstructions. The reconstruc-
tions produced by PPR do not have this limitation.

These reconstructions are freely available from the
National Geophysical Data Center (NGDC), World Data
Center-A for Paleoclimatology, in Boulder, Colorado.
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(The Web site addresses for these data are http://
www.nhgdc.noaa.gov/pal eo/pdsiyear.html for the annual
PDSI maps and http://www.ngdc.noaa.gov/pal eo/us-
client2.html for the summer PDSI time series.) We hope
that future analyses of these reconstructions will lead
to an improved understanding of drought variability in
the U.S., especially on the interdecadal timescale (e.g.,
Karl and Riebsame 1984), which is very difficult to
investigate with instrumental climate data alone.

We expect to improve the drought reconstructionsfor
the United States in the future through the use of im-
proved statistical methods and, more importantly, the
development of new tree-ring chronologiesin areas that
are now weakly modeled. In addition, efforts are now
under way to extend the reconstructions back in time
to enable analyses of drought variability at longer time-
scales. Consequently, the PDSI reconstructions on the
National Oceanic and Atmospheric Administration Web
siteswill be updated periodically astheseimprovements
are made.
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APPENDIX A
The Point-by-Point Regression Method

Principal components regression analysisis the foun-
dation of PPR and is described in Briffa et al. (1986)
and Cook et al. (1994) for the multiple-predictor—-mul-
tiple-predictand case. Here we give a brief description
of this method, restricting it to the multiple-predictor—
single-predictand case that is appropriate to PPR.

Let

y. = UB + g, (A1)

wherey, is the vector of standardized (i.e., zero mean,
unit standard deviation) instrumental PDSIsat grid point
k, U isthe matrix of orthogonal tree-ring principal com-
ponent scores, B isthe matrix of regression coefficients,
and e, is the vector of regression model errors. The
actual tree-ring series used as predictors are related to
their scores as

U = XF, (A2)
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where X is the matrix of standardized tree-ring chro-
nologies used as predictors and F is the orthonormal
matrix of column eigenvectors calculated from the cor-
relation matrix of X. Each of the k PPR regression mod-
els is developed here over the calibration time period
1928-78 common to the predictors and predictands,
with the pre-1928 instrumental PDS| data reserved for
regression model verification tests of the tree-ring model
estimates. See Fritts (1976) and Cook et al. (1994) for
more details concerning the calibration—verification pro-
cedures commonly used in dendroclimatology.

Once the regression coefficients in B have been es-
timated for the calibration period, they can be applied
to the precalibration period tree-ring scores after pro-
jecting the early tree-ring data onto the relevant eigen-
vectors in F. The resulting augmented tree-ring scores
in U are then used to produce a series of standardized
PDSI estimates back in time as

¥« = UB, (A3)

after which they are back-transformed into original
PDSI units. Here we restrict our PDSI reconstructions
to cover the period 1700-1978, which is the time in-
terval common to all tree-ring chronologies in our net-
work.

The description of the principal components regres-
sion model given in (A1)—(A3) is generic in that any
tree-ring data can be used to form the principal com-
ponent scores in U. However, we have found that the
reconstructions of PDSI from tree rings can be signif-
icantly improved through the careful use of autoregres-
sive (AR) prewhitening of the both the tree rings and
PDSI data prior to regression analysis. This procedure
is used to correct for the sometimes large differences
in short-lag autocorrelation between climate and tree
rings that are believed to be due to physiological and
stand dynamics effects on annual ring widths, which are
unrelated to climate. In this case, low-order AR(p) mod-
els are fit to the time series used at each grid point as

p

2= 2 bzt a, (A%)
where z, isthe PDSI or tree-ring series used at grid point
k, ¢, is the AR coefficient at lag-i yr, and a, is the
resulting series of ““white noise” (i.e., serially random)
residuals (Box and Jenkins 1970). The order p is ob-
jectively determined using the Akaike information cri-
terion (AIC; Akaike 1974), with a correction for small
sample bias (Hurvich and Tsai 1989). The original and
corrected AlCs are calculated as

AIC = NlIno2 + 2(m + 1) (A5)

and

2(m+ )(m + 2)
N-m-2 '

respectively, where N is the number of observations,

AIC, = AIC +

(A6)
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o2 isthe residua variance of the model, and m is the
number of explanatory variables. In the case of AR
modeling, m = p.

The a, of PDSI and tree rings are then used as y, and
Xin (A1) and (A2), respectively, instead of the original
variables. The serially random property of the AR re-
siduals simplifies tests of association between tree rings
and drought because the degrees of freedom do not need
to be corrected for persistence. In addition, the identi-
fication of lagged responses between tree rings and
drought are also simplified by first prewhitening thetime
series prior to testing for lead-lag associations (Haugh
and Box 1977).

After the §, are produced for grid point k, any au-
tocorrelation in the PDS| that had been modeled and
removed must be added back into the reconstruction.
This operation usually involves adding some *‘ redness”
(i.e,, positive autocorrelation) to the reconstructed
PDSIs because most of the instrumental PDSI records
behave as moderate ‘‘red noise’”’ processes (sensu Gil-
man et al. 1963). This procedure is accomplished by
substituting § for z in (A4) and using the ¢, of the grid
point k PDSI series, with the necessary p starting values
estimated by backcasting. It closely follows the “‘ran-
dom shock model”” method of Meko (1981) for recon-
structing precipitation from tree rings.

The PPR method allows for precise control over
which tree-ring chronologies and their principal com-
ponent scores enter into the regression equation for re-
constructing PDSI at each grid point. This control is
exercised in four sequential stages of model develop-
ment, which culminate in the selection of the final tree-
ring predictors of drought. These stages result in the
creation of four ““pools’ of tree-ring variables that seek
to concentrate the common drought signal and winnow
out the nondrought noise.

The level-1 pool of tree-ring variables contains those
chronologies that are believed to be well related to
drought at a given grid point due to their proximity to
it alone. As noted earlier, the PPR method assumes that
only those tree-ring chronologies proximal to a given
PDSI grid point are likely to be true predictors of
drought. Here we operationally define ““proximal” to
mean those tree-ring chronol ogieslocated within agiven
search radius around a PDSI grid point. This radius
should be small enough to preserve the local and re-
gional character of PDSI at each grid point but aso
large enough to include most or al of the *“‘true” tree-
ring predictors of drought.

The ideal search radius for this purpose would seem
to be the same asthat used for gridding the single-station
PDSI records, that is, 150 km. However, this distance
isgenerally impractical for many areas of the PDSI grid
because the tree-ring network is much less dense and
more patchy than the original single-station PDSI net-
work. In addition, the central Great Plains is largely
devoid of tree-ring chronologies, making a 150-km
search radius clearly impractical there. Finally, regional
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drought anomalies ought to exceed 150 km in radius on
average given the size of the regional drought clima-
tologiesin the U.S. (cf. the drought factor mapsin KK).
This suggests that tree-ring chronologies from some
greater distance (i.e., >150 km) ought to be useful pre-
dictors of PDSI at agrid point. The inherent patchiness
of the tree-ring network also means that many areas of
thegrid will requirearelatively small fixed search radius
to find enough tree-ring chronol ogies, while other areas
will require a larger search radius. This indicates the
need for a dynamic search radius that will enlarge until
a minimum number of tree-ring chronologies has been
found for agiven grid point. The minimum number used
hereisfive, acompromise between locating areasonable
number of tree-ring chronologies per grid point versus
the desire to minimize the size of the eventual search
radius to preserve the meanings of proximal and true
provided above. So, given a prescribed minimum search
radius, the search for tree-ring chronologies is con-
ducted asfollows. If five or more series are found within
the minimum radius from a PDSI grid point, the search
is considered successful and terminated. If not, the
search radius is expanded by 50-km increments until at
least five chronologies are found.

The level-2 pool contains those tree-ring variables
from the level-1 pool that are well correlated with PDSI.
The level-1 search procedure only deals with finding
candidate tree-ring chronologies within a given radius
of each PDSI grid point. However, thereis no guarantee
that these candidates will be significantly correlated with
PDSI at a grid point. For this reason, they are next
subjected to statistical screening prior to use in regres-
sion analysis. This is accomplished by correlating the
prewhitened candidate tree-ring variables with the pre-
whitened PDSIs over the calibration period 1928-78.
The correlations are calculated using both year t and t
+ 1 tree-ring residuals as candidate predictors of year
t PDSI residuals to allow for a 1-yr lag response to
climate found in some tree-ring chronologies. Thus, for
m candidate tree-ring chronologies found within agiven
search radius, there are actually 2m candidate predictors
of PDSI at a grid point.

The screening criterion used is the two-tailed hy-
pothesis test of the Pearson correlation coefficient (say
a = 0.05) with n — 2 degrees of freedom, in this case
49 for the 1928-78 calibration period. Depending on
the a-level probability used for screening the level-1
candidate pool and the strength of the PDSI signal in
the chronologies, the number of retained candidate pre-
dictors may be <2m. This reduced set of m’ tree-ring
variables is the level-2 pool [matrix X in (A2)] that is
subjected to principal components analysis in the next
stage of PPR.

Thelevel-3 pool contains the tree-ring principal com-
ponentsthat are retained as candidate predictors of PDSI
in multiple regression analysis. Principal components
analysis is used to reduce the size of the level-2 pool
and concentrate common drought signal(s) further. Its
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main virtues are the way in which it orthogonalizes the
intercorrelated set of predictors and reduces the dimen-
sions of the regression problem through the elimination
of higher-order eigenvectors that account for very little
variance. We use the objective Kaiser—-Guttman eigen-
value-1 rule (Guttman 1954; Kaiser 1960) to eliminate
those higher-order variables. This eigenvalue cutoff cri-
terion typically reduces the dimension of the level-3
pool M’ to <0.3m'.

The level-4 pooal of tree-ring predictor variablesisthe
order of each gridpoint regression model, that is, the
rank of U in (Al). This is accomplished by first cor-
relating the PDSIs with the orthogonal tree-ring scores
over the 1928-78 calibration period. The correlations
are then ranked in order of decreasing magnitude and
entered into the model until the minimum AIC,_ criterion
is achieved. Because the entered variables are orthog-
onal, the square of each variable’s correlation with PD S
isitspartial R?, so the sum of those squared correlations
is the fina model R2.

APPENDIX B

Optimizing the Search Radius and Screening
Probability Criteria

As implemented above, the level-3 and level-4 pool-
ing procedures of PPR are fully automatic and objective.
However, the level-1 and level-2 procedures contain
somewhat ill-defined and subjective elements, these be-
ing the choice of the search radius and screening prob-
ability, respectively. There is no guarantee that asingle,
optimal search radius—screening probability combina-
tion exists for all points on the grid, where *“ optimal”’
means in this case the best possible reconstruction of
PDSI at each location. To produce such optimal recon-
structions would probably require modeling the 155 grid
points as a series of completely independent regression
problems, a very time-consuming and tedious option.
However, one combination or narrow range of combi-
nations of search radius—screening probability may pro-
duce on average, or globally, the best reconstructions
across the grid. If a global optimum could be found for
the search radius and screening probability, then the
PPR method could be made fully objective and auto-
matic.

To see to what degree a joint search radius—screening
probability optimum exists for the PDSI grid, we con-
ducted a number of experiments of PPR in which we
varied the search radius and screening probability over
awiderange of values. Specifically, wevaried the search
radius from 200 to 3000 km and the screening a-level
probability from 0.05 to 0.40. The search radius upper
limit was chosen to allow for possible transcontinental
drought teleconnections to enter into the model, while
the screening probability upper limit forced most var-
iables into the principal components analysis.

To evaluate the test results, we calculated four sta-
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tistics as measures of goodness of fit between the actual
and estimated PDSI. These tests used the actual PDS
data and the tree-ring estimates after autocorrelation had
been added back into them, as described in appendix
A. So, for al 155 PDSI grid points we calculated the
following.

1) Average explained variance (R?) over the 192878
calibration period is

10 D (x — %)2H o1
TR Swwn ®

where x; and X; are the actual and estimated data in
year i of the calibration period and X, is the mean
of the actual data. This is a direct measure of the
least squares goodness of fit of the regression model
that is achieved here by the minimum AIC, criterion.
However, R? is known to be a very poor, biased
measure of true goodness of it when the regression
model isapplied to datanot used for calibration (Cra-
mer 1987; Helland 1987), hence the need for re-
gression model verification tests.

2) Average sguared Pearson correlation (R?) over the
pre-1928 verification period is

2

> — X)X — X,)
> — %)Y (% — X,)?

where x; and X; are the actual and estimated data in
year i of the verification period and X, and X, are
the means of the actual and reconstructed datain the
verification period. This is a useful measure of co-
variance between the actual and estimated PDSIs in
the verification period of withheld actual data. How-
ever, it is not sensitive to differences in mean level
between the covariates. Therefore, it isthe least rig-
orous of the three verification tests used here. The
Pearson correlation itself aso alows for negative
relationships between variables, which would be
nonsensical in the context of its application here.
This never occurred in any of our PPR experiments.

3) Average reduction of error (RE) in the verification
period is

R = ©2)

HZ (Xi - S\(i)zg
RE = 1.0 — —b
(Xi - XC)ZD

where x; and X; are the actual and estimated data in
year i of the verification period and X, is the mean
of the actual datain the calibration period. This sta-
tistic was first introduced by Lorenz (1956) to me-
teorology as a measure of forecast skill, and has been
extensively used in dendroclimatology to verify re-
constructions of climate from tree rings (Fritts 1976;
Kutzbach and Guetter 1980). Here RE has a theo-
retical range of —» to +1. An RE > 0 indicates

(B3)
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Fic. B1. The regression model calibration and verification surfaces as a function of search
radius and screening probability. The screening probability is expressed as 1 — «, where « is
the null hypothesis test probability. The R? surface increases without limit as the search radius
enlarges, although the rate of increase diminishes beyond about 500 km. In contrast, the R?,
RE, and CE surfaces all show general maxima in the form of a ridge along the 400-500-km
search radius axis. Beyond that distance, the verification tests all do more poorly. The ridge of

maximum verification is also not strongly dependent on screening probability.

hindcast or reconstruction skill in excess of clima-
tology (i.e., X.); an RE < 0 indicates less skill than
climatology.

4) Average coefficient of efficiency (CE) over the ver-
ification period is

D (x — %)2H

E=10 —
CE-L ST

(B4)

where x; and X; are the actual and estimated data in
year i of the verification period and X, is the mean
of the actual data in the verification period. This
statistic was first described in the hydrology litera-
ture as an expression of the true R? of a regression
equation when it is applied to new data (Nash and
Sutcliffe 1971). Like RE, CE has atheoretical range
of — to +1, but here the benchmark for determin-
ing skill is the verification period mean. Thus, a CE
> Oindicates skill in excess of the verification period
climatology (i.e., X,); a CE < 0 indicates less skill
than verification period climatology.

Among the verification statistics used here, the CE is
the most rigorous. The only difference between the RE
and CE lies in the denominator term. However, this
difference generally makes the CE more difficult to pass
(i.e,, CE > 0). When X, = X, CE = RE. But when X,
# X, RE will be greater then the CE by a factor related
to that difference. This follows by noting that for the
CE, the sum of squares in the denominator is fully cor-
rected because X, is the proper mean. However for the

RE, the denominator sum of squares will not be fully
corrected unless the calibration period mean is fortu-
itously identical to the verification period mean. When
this is not the case, the denominator sum of squares of
the RE will be larger than that of the CE resulting in
RE > CE.

As described in section 2, the verification data avail-
able at each grid point varies in length depending on
the lengths of the original station records used in grid-
ding the PDSI. The median length of the pre-1928 data
is 35 yr, with a minimum of 15, an interquartile range
of 30-37, and a maximum of 90. The different lengths
make verification across the network potentially inho-
mogeneous for comparative purposes. For this reason,
we restricted the verification tests to data in the period
1893-1927. Thus, a maximum of 35 yr of datawas used
for verification at each grid point.

A total of 24 search radii ranging from 200 to 3000
km and five screening probability levels ranging from
0.05 to 0.40 were used, resulting in a the total of 120
PPR test runs. The results of these runs are succinctly
summarized in four surface plots shown in Fig. B1. For
plotting purposes, the screening probabilities(i.e., a lev-
els) areexpressed as1 — « probabilities. The calibration
R2? surface shows a nearly monotonic increase in ex-
plained variance with increasing distance. This effect
occurs regardless of the screening probability used.
However, the R? surface does show aclear break in slope
at a distance of 400-500 km. At longer distances, the
rate of increase in R2 noticeably declines. Thus, most
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of the explained variance comes from tree-ring chro-
nologies located within about 500 km of the PDSI grid
points on average. In contrast, the R?, RE, and CE sur-
faces are radically different. Each of these verification
statistics shows that PDSI reconstruction fidelity in-
creases as the search radius increases from 200 to 400—
500 km for each grid point on average. At greater dis-
tances there is a clear loss of fidelity. Interestingly, re-
construction fidelity rebounds somewhat at distancesin
excess of 2000 km, especially for the more stringent
screening probabilities. Thisresult probably reflectstrue
synoptic-scale teleconnection patterns of drought and
wetness in the continental U.S. Presumably, the stricter
screening probabilities also winnowed out many spu-
rious tree-ring chronologies, resulting in a noticeable
increase in long-range verification performance. How-
ever, this rebound never regains the fidelity lost by in-
creasing the search radius beyond ~500 km. Conse-
guently, nothing is truly gained by searching for long-
range tree-ring teleconnections with drought inthe U.S,,
except excessively inflated Rz,

The verification surfacesin Fig. B1 indicate the pres-
ence of aridge of maximum reconstruction fidelity that
consistently fallsin the 400-500-km search radius band.
Thisridge is only weakly dependent on screening prob-
ability. Thus ' search radius,” which determinesthesize
of the level-1 pool of candidate tree-ring predictors, is
clearly the most important free variable to select prop-
erly in the PPR method. Based on the results here, we
concluded that a search radius of 450 km was the best
global search radius to use. As the second free variable
in thistest, *“ screening probability’” had a much weaker
effect on the PPR method. Presumably, the use of prin-
cipal components analysis on the level-2 pool of
screened tree-ring chronologies served to protect the
subsequent regression results from the inclusion of
weakly correlated or spurious tree-ring predictors. Even
so, there is some indication of improved verification
with increasing 1 — « probability along the 400-500-
km ridge. Therefore, we chose an a-level probability of
0.10 for screening the tree-ring chronologies entering
into the level-2 pool. With these two free variablesfixed,
the PPR method can be applied automatically for re-
constructing drought across the continental U.S.

With regard to our selected 450-km search radius, the
median level-1 pool size was 48 tree-ring variables,
which equates to 24 tree-ring chronologies for years t
and t + 1. Thisinitial pool of candidate variables was
reduced to a median size of 18 after screening with «
= 0.10. After principal components analysis of the 18
retained variables, a median of six eigenvectors passed
the Kaiser—Guttman test. Finally, the minimum AIC,
test entered amedian of three principal componentsinto
the regression model. Thus, the PPR method reduced
the median predictor variable space from 48 to 3 var-
iables, a 93.7% reduction in the variable pool size, re-
sulting in a large conservation of degrees of freedom
in the final regression model. Since the expected value
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for R2 increases with the number of variables in a re-
gression model (Morrison 1990) and also increaseswith
the number of candidate predictors available for re-
gression (Rencher and Pun 1980), the sequential reduc-
tion of predictor variable pool size should also reduce
the inflation of R2.
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Abstract

Severe drought is the greatest recurring natural disaster to strike North America. A remarkable network of centuries-long annual
tree-ring chronologies has now allowed for the reconstruction of past drought over North America covering the past 1000 or more
years in most regions. These reconstructions reveal the occurrence of past “megadroughts” of unprecedented severity and duration,
ones that have never been experienced by modern societies in North America. There is strong archaeological evidence for the
destabilizing influence of these past droughts on advanced agricultural societies, examples that should resonate today given the
increasing vulnerability of modern water-based systems to relatively short-term droughts. Understanding how these megadroughts
develop and persist is a timely scientific problem. Very recently, climate models have succeeded in simulating all of the major
droughts over North America from the Civil War to the severe 1998-2004 drought in the western U.S. These numerical
experiments indicate the dominating importance of tropical Pacific Ocean sea surface temperatures (SSTs) in determining how
much precipitation falls over large parts of North America. Of central importance to drought formation is the development of cool
“La Nifa-like” SSTs in the eastern tropical Pacific region. This development appears to be partially linked to changes in radiative
forcing over that region, which affects the Bjerknes feedback mechanism of the ENSO cycle there. Paradoxically, warmer
conditions over the tropical Pacific region lead to the development of cool La Nifa-like SSTs there, which is drought inducing over
North America. Whether or not this process will lead to a greater prevalence of drought in the future as the world warms due to
accumulating greenhouse gases is unclear at this time.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The western United States (the ‘“West”) has been in
the grip of a severe drought since late 1999, which only
recently (mid-2005) appears to be ending (U.S. Drought
Monitor; http://www.drought.unl.edu/dm/monitor.html;
Svoboda et al., 2002). Whether or not this change
towards wetter conditions truly represents the end of this
severe multi-year drought remains to be seen. However,
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at its peak in July 2002, more than 50% of the
contiguous U.S. was under moderate to severe drought
conditions, with record or near-record precipitation
deficits throughout the West (Lawrimore and Stephens,
2003). Large portions of the Canadian Prairie provinces
also suffered from severe drought (Agricultural and
Agri-Food Canada, 2002), as well as extensive areas of
Mexico, particularly in the northern and western parts of
the country (Lawrimore et al., 2002; consult the March
2003 drought map and associated report located at the
North American Drought Monitor website address
provided with the reference).
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The impacts of this drought on the West have been
considerable. Four consecutive years of drought resulted
in water supply deficits in reservoir storage, with 10 of 11
western states having below average storage by May
2004, and below 50% capacity in Arizona, New Mexico,
Nevada, Utah, and Wyoming (USDA, 2004). By
September 22, 2004, the elevation of Lake Powell was
down 129 ft from full pool level, only 38% of live
capacity (Upper Colorado Region Water Operations
Data; http://www.usbr.gov/uc/crsp/GetSitelnfo). Most
of this water loss from Lake Powell occurred in only
three years beginning with the epic 2002 drought year,
down from a lake level that was near its historic maxi-
mum in early 2000. Exacerbated by drought conditions,
the 2002 fire season was the second worst in the last
50 yr, with wildfire burning over 370,000 ha, including
the largest fires in the past century in Oregon, Arizona,
and Colorado (NASA, 2004). Persistent drought in the
American Southwest in combination with associated
insect outbreaks also resulted in over three million acres
of pinyon and ponderosa pine mortality in Arizona and
New Mexico (Betancourt, 2003), with die-off spreading
into southwestern Colorado as well. This drought
highlights both the extreme vulnerability of the semi-
arid West to shortfalls in precipitation and the need to
better understand long-term drought variability and its
causes in North America.

The impact of drought on the environment is
obvious. Perhaps less obvious is its surprisingly high
economic cost. Over the years 1980 to 2003, for the
United States as a whole, droughts (and associated heat
waves) accounted for 10 of the 58 weather-related
disasters that are estimated to have cost more than one
billion dollars (normalized to 2002 dollars; Ross and
Lott, 2003). Those drought disasters (17.2% of the total)
accounted for $144 billion (41.2%) of the estimated
$349 billion total cost of all weather-related disasters
(Ross and Lott, 2003). This is considerably more, at
least until Hurricane Katrina struck the Gulf Coast, than
the cost of hurricanes and tropical storms, the most
frequent source of billion-dollar disasters: (16 events
and 102 billion dollars over the same time period). So, in
economic terms alone, droughts are the most costly
natural disasters to strike the United States.

Drought maps of three notable billion-dollar drought
years are shown in Fig. 1: 1980, 1988, and 2002. The
estimated cost of the 2002 drought year was at $10
billion far less than the estimated cost of droughts in
1980 ($48.8 billion) and 1988 ($61.6 billion). So even
though the 2002 drought year was extreme, and in some
areas of the West unprecedented, its overall economic
impact was comparatively low. The reason for this is

probably related to where the 2002 drought happened,
i.e., mostly in the inter-montane West where population
density and agricultural production are relatively low. In
contrast, the 1980 and 1988 droughts occurred espe-
cially over the northern and eastern Great Plains (see
also Fye et al., 2004), regions of more intensive agri-
culture and greater population density. The number of
human deaths from those droughts and associated heat
waves was also high in 1980 (~ 10,000 deaths) and 1988
(~7500 deaths), but zero in 2002 (Ross and Lott, 2003).
Location does matter for the socioeconomic impacts of
drought.

Though the most recent multi-year drought to strike
the West was severe, especially in terms of its impact on
water resources, the two most severe droughts since
1900 remain the legendary 1930’s “Dust Bowl” drought
(1929-1940) and the 1950°s Southwest drought (1946—
1956) (Fye et al., 2003, 2004). These start and end year
dates were determined by an objective method based on
the duration of running sums of PDSI values (Fye et al.,
2003). The two worst years of those droughts, 1934 and
1956, are shown in Fig. 2. The environmental impact of
the 12-year Dust Bowl drought was certainly severe, but
the great dust storms associated with it were largely a
product of poor agricultural practices that exposed the
subsurface soil to desiccation and wind erosion. It is
hard to assign a firm economic cost to the Dust Bowl
drought, which was especially severe in the northern
Rocky Mountains and northern Great Plains. One
indication of its economic cost comes from a paper on
the effects of drought on vegetation in Montana (Ellison
and Woolfolk, 1937). That report mentions that 350,000
“drought-relief” cattle were purchased by the govern-
ment in 1934-35 for 38 counties in Montana at a cost of
$5 million ($66 million in 2002 dollars; see Sahr, 2005).
Viewed over the entire region affected by drought,
Warrick (1980) estimates that financial assistance from
the government may have been as high as $1 billion in
1930s dollars ($13 billion in 2002 dollars) by the end of
the drought, a number that reflects only part of the total
economic cost of the Dust Bowl drought. There is also
no question about the immense social impact the
drought had on farmers and ranchers, who were forced
to flee the parched and exhausted soils of the Great
Plains for better conditions elsewhere (Worster, 1979).
That this upheaval occurred during the economic ‘Great
Depression’ exacerbated the impact.

The 11-year 1950’s Southwest drought was likewise
extreme, with it being centered primarily over Texas and
New Mexico. The environmental impact of the South-
west drought was severe, but it had less socioeconomic
impact than the Dust Bowl drought because of irrigation,
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Fig. 1. Maps showing the U.S. regions most affected by drought in 1980, 1988, and 2002. The drought metric used for this purpose is the Palmer
Drought Severity Index (Palmer, 1965). Note that the 2002 drought was mostly restricted to the inter-montane West, while the other two droughts
were located more so in more agriculturally important regions of the Great Plains and Corn Belt. (Maps from http://www.ncdc.noaa.gov/oa/climate/

research/drought/palmer-maps/).

improved agricultural practices, better governmental
support, and a much stronger underlying economy.
Regardless, the hydroclimatic severity and duration of
the 12-year Dust Bowl and 11-year Southwest droughts
tell us from even the relatively short 20th century climate
records that things could get worse than the recent
drought in the West that has lasted only 5—6 yr and,
depending on locale, may not yet be ending.

The annual drought maps in Figs. 1 and 2 also
illustrate that individual drought years are not necessar-
ily good indicators of cumulative environmental and
socioeconomic impacts. One dry year may be accom-
modated without undue environmental and economic
harm providing that it is sufficiently offset by wetter
conditions the following year. What really matters is
duration because recovery from the cumulative damage

of consecutive drought years is more difficult. Thus,
while the 1934 drought year clearly exceeds the overall
severity of the other years shown in Figs. 1 and 2, it was
also part of a much longer sequence of drier than
average years (Fye et al., 2004) that resulted in the
catastrophic Dust Bowl drought.

Given the enormous environmental and socioeco-
nomic impacts of drought over the U.S., Canada, and
Mexico, it is important to develop a better understanding
of North American drought, especially for multi-year
events. This is a propitious time to review the state of
present knowledge because of striking advances in just
the past two or three years:

(1) A recent reconstruction of North American
drought from AD 800 (Cook et al., 2004) creates
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Fig. 2. Maps showing the U.S. regions most affected by drought in 1934 and 1956. These two years are part of the Dust Bowl and Southwest
droughts, considered to be the worst of the 20th century. (Maps from http://www.ncdc.noaa.gov/oa/climate/research/drought/palmer-maps/).

the first annual, regionally resolved picture of
more than a millennium of droughts and wet
periods for most of the North American continent.
It provides a context for the handful of droughts
that we know of from the instrumental period
(roughly, the 1850s onward) and a more complete
picture of North American droughts of exception-
al intensity and duration, “megadroughts” (Wood-
house and Overpeck, 1998; Stahle et al., 2000).
For example, the 16th century megadrought iden-
tified by Stahle et al. (2000) is now seen to have
affected large areas of North America, especially
in the West and northern Mexico, and was much
more prolonged than any of the 20th century
droughts. The drought reconstructions also pro-
vide clear evidence for a much drier climate
across the West and Great Plains during Medieval
times, a drought that lasted with few interruptions
for a few hundred years and which greatly taxed
both hunter—gatherer and agriculturalist popula-
tions (Jones et al., 1999). Such “no analog”
megadroughts are scary because the modern-day
agricultural and hydrologic systems that depend
upon adequate water supplies to produce and
function may not have the resilience to survive
much beyond the observed “worst case scenario”
droughts of the past 100-150 yr, e.g., the Dust
Bowl drought. The unprecedented growth of the
West occurring now, with its increasing demand
for water, makes this concern for the future even

more serious. So, understanding the causes of
these past megadroughts is vitally important.

(2) There has been rapid progress in simulating North

American drought with comprehensive atmo-
spheric general circulation models (AGCMs;
Schubert et al., 2004b; Seager et al., 2005b;
Herweijer et al., 2006). If global sea surface
temperatures (SSTs) are specified, then important
droughts such as those of the 1930s and 1950s are
largely reproduced by the AGCMs. These results
add important evidence about causality to the
strong statistical association between certain spatial
drought patterns over North America and SST
anomalies over the tropical Pacific Ocean (Cole and
Cook, 1998; Cook et al., 2000; Cole et al., 2002;
Fye et al., 2004). An astonishing finding of this
modeling work is that droughts with such major
ecological and socioeconomic impacts apparently
were “forced” by coherent tropical SST signals of
no more than a few tenths of a degree Celsius.

(3) The modeling results have stimulated a new

understanding of the mechanisms connecting
tropical SST anomalies to drought over North
America. The most accepted ideas about “tele-
connections” rely on Rossby wave propagation to
mid-latitudes. In addition, it now appears that
zonally symmetric changes in the atmospheric cir-
culation in subtropical and middle latitudes driven
by the overall warming of the tropical troposphere
are a means whereby the tropics influence the mid-
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latitudes throughout the year, (Seager et al., 2003,
2005a,b; Lau et al., 2006, in press). Both
mechanisms imply that North American droughts
should be an element of a more global pattern of
drought (e.g., in southern South America, parts of
Europe and Asia) (Herweijer and Seager, 20006).

(4) To date the only part of the climate system that has
proved to be predictable on seasonal and longer
timescales is the tropical Pacific. That North
American droughts — and their associated global
hydroclimatic regimes — are linked to tropical
SSTs raises the question of whether the SST
patterns responsible are predictable on the time-
scales of years to decades over which a serious
drought develops. The importance of tropical SSTs
for forcing these global hydroclimatic regimes also
makes it clear that the hydrological future of many
areas will be influenced by how the tropical
atmosphere—ocean system responds to anthropo-
genic forcing. This is currently a subject of great
uncertainty in model simulations and one for which
theoretical understanding is limited at best.

(5) Recent research has greatly extended our knowl-
edge of the cultural and social impacts of past
droughts (Stahle and Dean, in press). Examining
these connections reveals the vulnerability of past
cultures to drought, cautionary tales that especial-
ly resonate now because of the recent and perhaps
ongoing drought in the West.

This paper aims to report on the current status of
research into North American droughts and their
consequences. It does not purport to be a comprehensive
review of all work to date, much of which has been
made obsolete as a result of the recent climate modeling
studies. In the next section we describe the Palmer
Drought Severity Index (PDSI) and explain why it is
used to characterize drought. Sections 3 and 4 describe
the tree-ring network that is used for drought recon-
struction and the statistical methods employed. The
reader who is primarily interested in the actual droughts,
or is familiar with the methodology used for drought
reconstruction from tree rings, may want to jump ahead
to Section 5 where reconstructed drought variability
since 800A.D. is discussed together with evidence for
widespread medieval megadroughts. Following this, in
Section 6, the social impacts of selected droughts over
the last 1000 yr are discussed. This includes examples of
the impacts of droughts on Indian cultures and also
presents a climate background to the changing nature of
European immigrants perceptions of the West through
the Nineteenth Century from descriptions of the ‘Great

American Desert’ to a later ‘garden myth’ that coincided
with the opening of the railroads and migration of
settlers into the Plains.

Section 7 presents the results of climate modeling
studies (conducted at LDEO) and makes the case for
droughts being forced by cold tropical Pacific sea
surface temperature (SST) anomalies. The zonal mean
eddy—mean flow interaction and Rossby wave tele-
connection means of transmitting the signal of cold
SSTs into the mid-latitudes is discussed and it is argued
that North American droughts fit into a global pattern of
hydroclimate regimes with elements of zonal and
hemispheric symmetry. Modeling results are illustrated
through a case study of the 1890s drought, the one that
created a semblance of realism in the attitudes of the
Federal government to settlement of the arid regions of
the West. Section 8 discusses the causes of tropical
Pacific SST anomalies both on decadal timescales and
over the last millennium and makes the case that the
medieval megadrought was caused by a shift to a more
La Nina-like state during those centuries which itself
was forced by relatively high solar irradiance and weak
volcanism. Section 9 considers how tropical SSTs will
change in the greenhouse future and how this will
impact the hydroclimatic future of the West. A summary
and conclusions are offered in Section 10.

2. Measuring drought variability over North America

The environmental and socioeconomic impacts of
drought over North America reveal a great need for a
detailed history of drought variability and extremes for
real-time drought assessment studies as new droughts
develop, for modeling the causes of drought, and for
improving drought prediction. As a step in that
direction, Karl and Koscielny (1982) used the Palmer
Drought Severity Index (PDSI; Palmer, 1965), calcu-
lated from monthly temperature and precipitation data,
to describe the temporal and spatial properties of
drought over the coterminous U.S. back to 1895. Prior
to 1895, the available climate data used to calculate
PDSI were too sparse for any earlier large-scale analyses
of drought across the U.S. Shabbar and Skinner (2004)
developed a similar PDSI dataset for most of Canada,
but only as far back as 1940 because of short instru-
mental climate records in the more northerly latitudes.

Dai et al. (1998, 2004) expanded the spatial coverage
of PDSI on a regular 2.5° grid to cover most of North
America and other global land areas, in the process
extending the PDSI records back to 1870 at some
locations as well. The paucity of early climate records in
northern Canada and much of Mexico limits the



98 E.R. Cook et al. / Earth-Science Reviews 81 (2007) 93—134

usefulness of these PDSI estimates prior to the early
20th century. Another gridded PDSI dataset for North
America south of 50° N has recently been produced by
van der Schrier et al. (2006b). It extends back to 1901 at
all locations of the grid and is based on finely
interpolated monthly temperature and precipitation
data (New et al., 2000; Mitchell et al., 2004; Mitchell
and Jones, 2005). Again, the quality of these PDSI
estimates suffers in areas like Mexico with few climate
records that extend back into the early 20th century.

Based on instrumental data alone, we are largely
restricted to studies of variability over the 20th century.
More or less, the PDSI is a commonly used metric of
drought over North America and other global land areas.
Other measures of drought have also been developed
for use in North America and elsewhere (Heim, 2002),
such as the Standardized Precipitation Index (Guitt-
man, 1998), but are not used to the same degree as the
PDSL

So, what exactly is the PDSI? Succinctly put, the
PDSI is a reflection of how much soil moisture is cur-
rently available compared to that for normal or average
conditions. The PDSI incorporates both precipitation
and temperature data in a reasonably realistic water
balance model that accounts for both supply (rain or
snowfall water equivalent) and demand (temperature
transformed into units of water lost through evapotrans-
piration), which affect the content of a simple 2-layer
soil moisture reservoir model. A runoff term is also
activated when the reservoir is full. See Palmer (1965)
for details. The PDSI is most commonly calculated at
monthly time steps, although there is no formal restric-
tion on its calculation at shorter or longer intervals. The
PDSI has built into its formulation a Markovian persis-
tence term of 0.897 from one time step to the next,
corresponding to an e-folding time of ~ 10 months. This
is expressed as

PDSI, = .0897*PDSI, | + (1/3)Z,

where Z, is the moisture anomaly index for time ¢
(Palmer, 1965; Wells et al., 2004). The Z index indicates
how wet or dry it was during a single month without
regard to past precipitation anomalies. Its combination
with past PDSI means that the PDSI for a given month is
a weighted function of current moisture conditions and
an exponentially damped contribution of PDSI over
previous months. This means that PDSI for the month of
July integrates current and prior soil moisture conditions
over several months. This point is important in under-
standing why only one month of PDSI is sometimes
reconstructed by tree rings even though the trees are

usually sensitive to several months of changing moisture
supply during a typical growing season.

Numerous reviews of the PDSI have criticized it for
its complexity and empiricism (Karl, 1983; Alley, 1984;
Karl, 1986; Heddinghaus and Sabol, 1991; Guttman
et al., 1992; Guttman, 1998; Heim, 2002; Keyantash and
Dracup, 2002), but it remains one of the most widely
used drought indices in the world and is a fundamental
part of the U.S. and North American drought monitors
(Svoboda et al., 2002; Lawrimore et al., 2002).

From the above brief description, it is apparent that
the PDSI provides information on both relative wetness
and dryness. The index itself is a dimensionless quantity
that is scaled to remove, among other things, differences
between regional precipitation climatologies. In princi-
ple, this allows the PDSI to be compared between, say,
New York and Arizona, regions with radically different
precipitation regimes. The PDSI typically falls in the
range of +4, which defines the extreme drought (—4)
and extremely wet (+4) thresholds of the index
(Table 1), but the range limit of the PDSI is not explic-
itly bounded. The frequency of events within each PDSI
class in Table 1 should also be roughly comparable
across regions and, therefore, independent of their re-
gional climatologies. This means that an extreme
drought (PDSI<—4) in New York should have roughly
the same frequency of occurrence as an extreme drought
(PDSI<—4) in Arizona. Unfortunately, this was found
not to be the case using the original algorithm devised
by Palmer (1965).

The spatial comparability of the PDSI across diverse
climate regions has been questioned (e.g., Karl, 1983;
Guttman et al., 1992) because Palmer (1965) derived
coefficients used in estimating PDSI from a very geo-
graphically limited region of the central U.S. Wells et al.
(2004) addressed this issue through the development of a
self-calibrating PDSI (SC-PDSI) that locally adapts to the
characteristics of the climate data being analyzed. This

Table 1
Classification of wet and dry conditions as defined by Palmer (1965)
for the PDSI

4.00 or more Extremely wet

3.00 to 3.99 Very wet

2.00 to 2.99 Moderately wet
1.00 to 1.99 Slightly wet

0.50 to 0.99 Incipient wet spell
0.49 to —0.49 Near normal
—0.50 to —0.99 Incipient dry spell
—1.00 to —1.99 Mild drought
—2.00 to —2.99 Moderate drought
—3.00 to —3.99 Severe drought
—4.00 or less Extreme drought
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produces better spatial comparability of PDSI over the
U.S. compared to Palmer’s original index, i.e., the
frequency of occurrence in each PDSI class is more
comparable from region to region. This improvement is
especially apparent in the extreme ends of the PDSI
range, a result independently validated by van der
Schrier et al. (2006a,b) in Europe and North America
south of 50° N. None of the other aforementioned PDSI
studies (i.e., Karl and Koscielny, 1982; Dai et al., 1998,
2004), or the tree-ring reconstructions described below,
is based on the SC-PDSI because it is such a new
development.

3. Tree-ring reconstructions of large-scale drought
variability

As indicated above (Karl and Koscielny, 1982; Dai
et al., 1998, 2004; Shabbar and Skinner, 2004; Van der
Schrier et al., 2006b), the climate records used to gen-
erate the large-scale PDSI datasets for North America
become very sparse even in the early 20th century over
significant portions of Canada and Mexico. The 100 yr
of instrumental data is not enough to capture the full
range of drought variability (Woodhouse and Overpeck,
1998). It is also not enough to allow drought variability
to be evaluated during a time when the climate system
was not heavily affected by the radiative forcing of
anthropogenic greenhouse gases. Consequently, there is
an urgent need to provide greatly expanded records of
drought variability over North America.

The paleo-drought reconstructions needed to com-
plement and augment the relatively short instrumental
PDSI records for North America require a very special
kind of climate proxy with the following properties:

1. The proxy must be highly sensitive to changes in
moisture supply and evaporative stress, i.e., it must
be drought-sensitive.

2. The proxy must have broad spatial coverage over
North America to capture the complex spatial
patterns of droughts, as revealed in Figs. 1 and 2.

3. The proxy must have well-resolved annual resolution
to capture even single-year droughts.

4. The proxy must be exactly dated to allow annually
resolved drought variability over North America to
be compared from region to region.

5. The proxy must provide long enough records to
produce estimates of past drought over the past
several centuries to millennia.

Given these required properties, there is only one
climate proxy that satisfies all of them: annual tree-ring

chronologies. This understanding is not new, but only
over the past few decades has the power of tree-ring
analysis and its well developed statistical methods been
brought to bear on the reconstruction of the joint space—
time properties of past climate (e.g., Fritts et al., 1971;
Briffa et al., 1986; Fritts, 1991; Cook et al., 1994, 1999;
Zhang et al., 2004).

The development of an extraordinary network of
climate-sensitive annual tree-ring chronologies that
covers much of North America has now made it possible
to reconstruct the joint space—time properties of drought
over much of North America. This tree-ring network is
the outcome of years of effort by many dendrochronol-
ogists and tree-ring laboratories throughout North
America and even Europe, often working independently
of each other. Because of a willingness to collaborate,
share tree-ring data, and deposit tree-ring data for public
access in the International Tree-Ring Data Bank (http:/
www.ncde.noaa.gov/paleo/treering.html), this collective
dendrochronological effort has resulted in a tree-ring
network that enables the reconstruction of large-scale
annual patterns of drought and wetness over much of
North America for the past several centuries to millennia.

3.1. Previous large-scale drought reconstructions from
tree rings

One of the earliest efforts to reconstruct drought from
tree rings over a large portion of the coterminous U.S. was
made by Stockton and Meko (1975). Their reconstruction
of July PDSI was made for 40 variable-sized climate
regions located in the western two-thirds of the U.S. using
a tree-ring network of 40 tree-ring chronologies that
spanned most of the reconstruction domain. Recall that
July PDSI is actually a reflection of July moisture supply
through the Z index plus an exponentially damped
function of previous monthly PDSIs, which means that
July PDSI integrates the soil moisture conditions over
several months. These PDSI reconstructions covered the
period 1700—1962. Later, Mitchell et al. (1979) produced
PDSI reconstructions for the same 40 climate regions that
extended back to 1600 using the Fritts and Shatz (1975)
tree-ring network of the 65 longest tree-ring chronologies
located over the western portion of the domain. In each
case, the method used for reconstruction was canonical
regression (Fritts et al.,, 1971), a method that simulta-
neously estimates one field of variables from another field
of variables. See Cook et al. (1994) for additional
examples of the use of canonical regression for recon-
structing climate from tree rings.

The tree-ring network in the eastern half of the U.S.
was poorly developed when Stockton and Meko (1975)
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made their pioneering drought reconstructions. It took
several more years of intensive tree-ring network
development in the eastern U.S. before a full continental
reconstruction of drought for the U.S. was feasible.
Experiments in that direction were conducted by Cook
et al. (1992) for the eastern U.S. to test the feasibility of
producing PDSI reconstructions like those produced by
Stockton and Meko (1975). However, it was not until
Meko et al. (1993) that a full continental examination of
tree growth patterns was made using a network of 248
chronologies. That effort did not produce explicit
estimates of past drought. Rather it sought to understand
how best to utilize the complex mix of tree species and
drought regions over the U.S. for eventual reconstruc-
tion purposes.

Meko et al. (1993) used rotated principal components
analysis (RPCA; Richman, 1986) to demonstrate that the
tree-ring chronologies themselves could reproduce the
same nine spatial drought factors in the U.S. identified by
Karl and Koscielny (1982) from their gridded instru-
mental PDSI data. The tree-ring factor scores were also
highly correlated in most cases with the actual PDSI data
in the drought factor regions. This result was highly
encouraging because it demonstrated that the tree-ring
network inherently contained the spatial patterns of
drought variability known to exist in the instrumental
records. However, Meko et al. (1993) also showed that
the uneven distribution and concentration of tree-ring
chronologies over the U.S., and the geographic cluster-
ing of certain tree species as well, led to geographic
distortion in the RPCA spatial factors unless the tree-ring
data were first gridded. This procedure itself had its own
problems, however, because of the way that different tree
species in the same region might respond somewhat
differently to the same climate forcing. Consequently,
the direct gridding of tree-ring data distributed over a
large geographic region, and with a complex assemblage
of tree species, will mix differences in climate response
in unclear ways that are unlikely to produce the best
quality drought reconstructions.

3.2. The point-by-point regression method

Building upon the results of Meko et al. (1993), Cook
et al. (1996) developed and tested a reconstruction
method that successfully eliminated the previously noted
difficulties associated with using a complex multi-
species tree-ring network for reconstructing drought
across the U.S. This method is called Point-by-Point
Regression (PPR) (Cook et al., 1996).

PPR is the sequential, automated fitting of individual
principal components regression models of tree rings to

each point in a grid of instrumental climate variables, in
this case PDSI. The sequential nature of PPR differ-
entiates it from joint space—time methods used to
simultaneously relate two fields of variables, such as
canonical regression (Fritts et al., 1971) and orthogonal
spatial regression (Briffa et al., 1986).

PPR is based on the premise that only those tree-ring
chronologies proximal to a given PDSI grid point are
likely to be true predictors of drought at that location,
where ‘“‘true” implies a causal relationship between tree
rings and drought that is stable through time. The
rationale behind this premise is our understanding of
drought in the U.S. as a regional or mesoscale
phenomenon. Consequently, synoptic-scale teleconnec-
tions between tree rings and drought, while statistically
significant during any given calibration period, may not
be stable through time. The local control over each
regression model provided by PPR when reconstructing
each grid point PDSI is not possible using the joint
space—time reconstruction methods mentioned above. It
also eliminates the need to grid the tree-ring data and
allows each tree-ring chronology to be separately
modeled as a predictor of drought.

PPR uses a search radius around each grid point to
define the zone of local control exercised by the method
in selecting candidate tree-ring predictors of PDSI. A
second level of control is the screening probability for
the correlation between tree rings and PDSI, which
eliminates those chronologies from the initial candidate
pool that are poorly correlated with drought. The
screening is done on prewhitened tree-ring and PDSI
data after the removal of short-lag autoregressive persis-
tence (Box and Jenkins, 1976). Prewhitening effectively
eliminates problems that can arise from differing levels
of autocorrelation in the tree-ring and PDSI time series.
It also makes statistical significance testing straightfor-
ward. The autoregressive coefficients used to prewhiten
the PDSI data are also used later in PPR to add lost
persistence back into the PDSI reconstructions that are
initially based on the prewhitened tree-ring data. See
Cook et al. (1996, 1999) for details.

Search radius and screening probability are the two
primary controlling variables of PPR, but there was no a
priori way of knowing if optimal values existed for
either one. Consequently, both were tested over a broad
range of values in principal components regression
analysis to determine the overall best combination to use
for reconstructing past drought. Each regression model
was based on prewhitened instrumental PDSI and tree-
ring data over a 1928—1978 calibration period common
to all series. The pertinent statistic of interest here is the
relative amount of PDSI variance explained by the
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regression model, i.e., the regression R?. Pre-1928 PDSI
data were withheld from this procedure for regression
model validation tests.

For testing the level of agreement between actual
PDSI and model estimates in the pre-1928 verification
period, three statistics in order of increasing rigor were
calculated: the square of the Pearson correlation (RSQ),
the reduction of error (RE), and the coefficient of
efficiency (CE). RSQ, RE, and CE are also measures of
relative variance in common between actual and
estimated PDSI. All four statistics have an upper limit
of 1.0, meaning perfect agreement between the actual
and estimated data. However, unlike calibration R,
which can never be negative, verification RSQ, RE, and
CE can take on negative values if there is no verification
of the estimates. As the square of Pearson correlation
coefficient, RSQ is assigned a negative value if the
Pearson r is negative. This places a lower limit on RSQ
of —1.0. In contrast, RE and CE have unbounded lower
limits and CE can never be more positive than RE. See
Cook et al. (1999) for details. After extensive testing
using the calibration and verification statistics just
described, Cook et al. (1999) found that a 450-km
search radius and a screening probability of 0.10 (the
90% significance level) were on average the best com-
bination to use for reconstructing PDSI over the 155-
gridpoint domain.

3.3. Drought reconstructions for the coterminous U.S.

Using PPR, Cook et al. (1999) successfully recon-
structed the PDSI across the coterminous U.S. from a
network of 425 tree-ring chronologies and the same
instrumental PDSI grid as Meko et al. (1993). The June—
July—August average (summer) PDSI season was
reconstructed instead of a single month like July
(Stockton and Meko, 1975). This seasonal average
was chosen because the northward march of the growing
season in spring caused the peak response of trees to soil
moisture deficits to vary with latitude. Experiments with
different months and seasons indicated that the summer
season PDSI was the best compromise for reconstruc-
tion. Of the 155 grid points, only the southernmost grid
point in peninsular Florida (Fig. 3A) failed to recon-
struct because of a lack of suitable tree-ring chronolo-
gies in that region. The PDSI reconstructions for the
coterminous U.S. covered the common period 1700—
1978 at 154 grid point locations.

Extensive tests of these tree-ring reconstructions
revealed that they contained the large-scale features of
drought variability found in the instrumental data (Cook
et al., 1999). These tests included the use of RPCA,

which recovered the same nine spatial drought patterns
found by Karl and Koscielny (1982) and Meko et al.
(1993). This result validated the use of PPR as a method
that could recover spatial information with a high degree
of fidelity even though the method itself has no explicit
spatial component in it. Subsequent comparisons of
these drought reconstructions with those developed
from the identical datasets using a completely indepen-
dent method (Regularized Expectation Maximization;
Zhang et al., 2004) further validated the use of PPR for
reconstructing drought over the U.S.

The successful reconstruction of drought across the
coterminous U.S. was a breakthrough, but it had some
significant limitations. One obvious problem was that
drought variability over North America does not stop at
the U.S. political boundaries with Canada and Mexico.
In order to study the natural patterns of drought
variability over North America, those artificial con-
straints had to be eliminated. Another problem related to
the length of these PDSI reconstructions. Although they
were almost three times as long as the instrumental
records, there were good reasons to believe that they
were not nearly long enough to capture the full range of
drought variability. Woodhouse and Overpeck (1998)
and Stahle et al. (2000) each provided evidence for
megadroughts in North America (i.e., droughts of excep-
tional intensity and duration) that predated the beginning
of the reconstructions produced by Cook et al. (1999).
Therefore, a concerted effort was made to eliminate the
artificial political boundaries of the drought reconstruc-
tions and to extend them as far back in time as the tree-
ring chronologies would allow.

4. North American drought reconstructions

In order to expand the drought reconstructions to
cover most of North America, two challenges had to be
overcome. First, the instrumental PDSI grid had to be
greatly expanded to include parts of Canada and Mexico
where the length and quality of the instrumental data
was limited. The second challenge was to greatly ex-
pand the tree-ring network to enable the reconstruction
of drought over as much of Canada and Mexico as
possible.

4.1. Expanding the drought grid over North America

A logical choice for expanding the instrumental PDSI
grid into Canada and Mexico would have been to directly
use the existing 2.5° PDSI grid of Dai et al. (1998) for
global land areas. This possibility was investigated, but a
comparison of some of the Dai et al. (1998) grid point
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Fig. 3. The old (A) and new (B) instrumental PDSI grids used for reconstruction.

records with those closest to ones from the Cook et al.
(1999) PDSI grid for the U.S. indicated somewhat weak
agreement at times between the two datasets. Since the
Cook et al. (1999) PDSI grid was based on the highest
quality single-station USHCN monthly climate records
(Karl et al., 1990), the decision was made to use these
PDSI records in the expanded North American grid.

At about the same time, 131 high-quality monthly
instrumental PDSI records for Canada, which all began
prior to 1946, were obtained from the Meteorological
Service of Canada (Skinner et al., 2001). This dataset
was the basis for the interpolated PDSI records used by
Shabbar and Skinner (2004) in their analyses of
Canadian drought. The high-quality U.S. and Canadian



E.R. Cook et al. / Earth-Science Reviews 81 (2007) 93—134 103

single-station PDSI records were then jointly interpo-
lated to the same 2.5° grid as that used by Dai et al.
(1998) using the same inverse distance weighted method
(Cook et al., 1996). The interpolated PDSI records all
began on or before 1900 in the U.S. As indicated by
Shabbar and Skinner (2004), this was not possible
everywhere in Canada. Therefore, areas of the Canadian
grid that did not extend back to 1900 were in-filled with
PDSI estimates back to 1900 using reduced-space
optimal interpolation (Kaplan et al., 2000).

No similar set of high-quality single-station PDSI
records existed for Mexico at the time, so the decision
was made to use the Mexico portion of Dai et al. (1998)
PDSI grid for that part of the North American grid.
Some of the Mexican PDSI gridded records were found
to be unusually erratic, with discontinuities and unrealis-
tic extremes at some grid points, which indicated data
quality problems. Those suspect PDSI grid point records
were carefully edited to remove gross outliers and
discontinuities. The remaining data were improved and
gaps filled through the use of reduced-space optimal
interpolation (Kaplan et al., 2000).

The data from the U.S., Canada, and Mexico pro-
duced a North American monthly PDSI grid composed
of 286 2.5° grid points that covered most of North
America (Fig. 3B). The time period common to all grid
points was 1900—1990. This grid does not include
Alaska, which lacks the high-quality single-station
PDSI records needed for interpolation. The northern
boundary of the grid in Canada was also determined by
the distribution of PDSI records available for interpo-
lation. Finally, the lack of any useful tree-ring data in the
far southeastern Yucatan region of Mexico (see Fig. 3B)
led to the decision not to include any PDSI grid points
from that region in the new reconstructions.

4.2. Expanding the tree-ring network over North America

The second challenge was expanding the tree-ring
network to cover enough of the new PDSI grid for
reconstruction purposes. The tree-ring community in
North America had been very active over the previous
several years in developing a number of very important
new tree-ring chronologies in critical areas of North
America. Its willingness to share these data for large-
scale drought reconstruction made it possible to rapidly
expand the North American tree-ring network used here.
Fig. 4A shows the tree-ring network available for
reconstruction. It totals 835 annual records, many of
which occupy important new regions of the grid. The
new network is almost twice as large as the 425-chrono-
logy network used by Cook et al. (1999) and better fills

in important parts of the U.S. in the Great Plains and
Rocky Mountains. Mexico is also now well represented
by the network, but significant portions of Canada are
clearly under-represented. However, the results to be
presented next show that the tree-ring coverage for
Canada still provides useful PDSI reconstructions in a
number of regions there.

Another important feature of the expanded tree-ring
network is the number of new chronologies that extend
back 500 or more years in the past. Fig. 4B shows a
frequency histogram of starting years of the 835
chronologies, broken down into the original 425 (blue)
used by Cook et al. (1999) and the additional 410 (red)
in the expanded network. There are many more now that
extend back into the 16th century, a period of mega-
drought (Stahle et al., 2000). In addition, there are a
number of new chronologies that extend back before
AD 1300, another time of megadrought in some areas of
the West (Woodhouse and Overpeck, 1998). This en-
abled the PDSI reconstructions at certain grid points to
be extended much further back in time into those
climatically interesting times.

4.3. Extending the PDSI reconstructions back in time

The reconstructions produced by Cook et al. (1999)
were originally constrained to utilize the time interval
common among all 435 annual tree-ring chronologies: AD
1700-1978. In order to utilize the full lengths of the
available tree-ring records for reconstructing drought, PPR
was used in a nested manner whereby the shorter
chronologies already used for reconstruction were dropped
out and the procedure repeated using the remaining longer
series. For example, if three tree-ring chronologies passed
the screening probability test and their starting years were
AD 1700, 1600, and 1500, then three reconstructions were
generated. The first used all three chronologies and began
in AD 1700, the second used the two longer chronologies
and began in AD 1600, and the third used the remaining
longest chronology and began in AD 1500. Each recon-
struction would also have its own calibration period R
and verification period RSQ, RE, and CE.

In order to put these three reconstructions together
into one reasonably homogeneous record back to AD
1500, it was necessary to adjust each series to account for
its different level of regression R”. Otherwise there
might be an artificial trend or fluctuation in the recon-
structed PDSI variance over time. This was accom-
plished by adding the lost variance due to regression
back into each reconstruction, i.e., each nested recon-
struction was rescaled to have the same variance over the
1928—1978 calibration period as the instrumental PDSI
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Fig. 4. The North American tree-ring network (A) used for drought reconstruction and the frequency histogram of starting years of those chronologies
(B). Each shows the earlier 425-chronology network used by Cook et al. (1999) to reconstruct drought over the coterminous U.S. (blue) and the
additional chronologies that make up the expanded 835-chronology North American network (red).

data. In the hypothetical example used here, this would
create a PDSI reconstruction as a combination of three
rescaled segments: 1500—99, 1600—99, and 1700—1978.

Fig. 5 shows an example of one reconstruction from
the North American Drought Atlas that was created over

the 286 PDSI grid points (Fig. 3B). The North American
Drought Atlas can be accessed online at http://iridl.1deo.
columbia.edu/SOURCES/.LDEO/.TRL/.NADA2004/.
pdsi-atlas.html (see also http://www.ncdc.noaa.gov/
paleo/newpdsi.html for an alternative source of these
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Fig. 5. An example of an extended PDSI reconstruction (upper plot in gray and red) from the North America Drought Atlas, created by using PPR in a
nested manner to generate all possible length reconstructions from a suite of tree-ring chronologies with uneven starting years. The blue curve in the
upper plot shows the change in the number of chronologies available back in time. As a consequence, each extension back in time has its own
calibration (CRSQ, same as R in the text) and verification (VRSQ, RE, and CE; VRSQ=RSQ in the text) statistics, which causes them to vary over

time in the lower plot.

data). Note how the calibration and verification statistics
change with time as the number of available chronol-
ogies declines. Except for one short interval centered on
AD 1200 where CE<O0, all of these statistics remain
statistically significant (»p<0.05) or have some detect-
able skill (RE>0 and CE>0) over the past 2000 yr,
which indicates that this reconstruction located at a grid
point in northern Colorado is useful for charactering past
drought over the entire period of record. However, the
sharp decline in the number of chronologies prior to
about AD 1200 means that greater caution must be
exercised in using the earlier portion.

5. The North American summer PDSI
reconstructions

Using the 835 tree-ring chronologies in our network
(Fig. 4A), PPR was applied sequentially over the 286
PDSI grid points (Fig. 3B) in a nested fashion to
produce drought reconstructions of maximal length at

each location. The calibration period was 1928—1978
and the verification period was 1900—1927 in every
case. This process produced 286 summer drought
reconstructions of the kind illustrated in Fig. 5. Many
of them extend back into the megadrought epochs noted
by Woodhouse and Overpeck (1998) and Stahle et al.
(2000). The median starting year of the reconstructions
is AD 951 and 75% of the series begin on or before AD
1380. This is a remarkable improvement over the
reconstructions of Cook et al. (1999) that all began on
AD 1700. The reliability of the North American summer
drought reconstructions will be described next through
maps of the calibration and verification statistics and
their overall summary statistics.

5.1. Calibration and verification results
Calibration R* and verification RSQ, RE, and CE

statistics have been mapped over the grid to provide
guidance for which areas are reconstructed well. These
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maps (Fig. 6A—D) are based on the model statistics for
the most highly replicated portion of the reconstruction,
i.e., that interval based on the maximum number of tree-
ring chronologies used in each model. Areas with
significant (p<0.05 or RE>0.1 and CE>0.1) calibra-
tion and verification are those shaded in all but the
darkest blue color.

Each grid point must have a significant calibration
R Otherwise, it would not have been reconstructed.
Not surprisingly, the weakest areas of calibration are
located in parts of northern Canada where the tree-ring
network is weakly developed. Some parts of Mexico are

likewise weakly calibrated, but given the suspect quality
of the PDSI data used in the Mexico part of the grid, this
result may not be the fault of the tree rings alone.

The verification statistics are in general weaker than
the calibration R, a result that was expected based upon
the well known “shrinkage” of fitted relationships when
applied to withheld or independent data. In general, the
areas that calibrated best also verified best. This is
indicated by the correlation of R* with each verification
statistic: 0.79 for RSQ, 0.67 for RE, and 0.50 for CE. The
systematic decline in correlation from RSQ to CE reflects
the increasing difficulty in achieving positive values from
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Fig. 6. Calibration and verification maps of the North America summer PDSI reconstructions. All of the grid points are significantly calibrated
(p<0.05). Verification RSQ>0.1 (p<0.05) is passed at most grid points. While RE and CE>0 is often considered a sign of verification, for practical
purposes, RE and CE>0.1 is probably the more appropriate threshold. This being the case, parts of northern Canada and central Mexico fail to

produce positive REs and CEs.
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RSQ to RE and to CE. Over the domain, there are 7
negative RSQs, 58 negative REs and 77 negative CEs.
Most are located in Canada, but some are also found in
central Mexico. Again, the questionable quality of the
gridded PDSI data in Mexico suggests that the poor
verification there may not be due to the tree rings alone.

Overall, the median R*, RSQ, RE, and CE statistics
are 0.51, 0.44, 0.42, and 0.36, respectively. These results
are interesting to compare to those reported by Cook
et al. (1999) for the coterminous U.S. alone: 0.55, 0.36,
0.31, and 0.22, respectively. The median R? in the pre-
vious study is slightly higher, but the median verifica-
tion statistics are noticeably lower. Most of the
improved verification in the present study probably
comes about from a substantially increased tree-ring
network over the coterminous U.S. (Fig. 5), which more
than offsets the poor verification found in parts of
Canada and Mexico.

5.2. North American drought variability since AD 951

The beginning years of the summer drought
reconstructions over North America range from —1
BC to AD 1648, with most of the longer records located
in the western portion of the grid. This makes a large-
scale North American drought average difficult to make
without introducing some geographic bias into the
estimates back in time as shorter grid point reconstruc-
tions drop out. To avoid the worst of this bias, we
illustrate the long-term history of North American
summer drought only back to AD 951, the median
starting year of the grid point reconstructions. This
includes several grid points in both western and eastern
North American (Fig. 7A), so there is some degree of
geographic balance. The biggest missing component in
the beginning is Mexico, but it is almost fully
represented by AD 1380 (Fig. 7B), the year when
75% of all grid points are available.

Fig. 8 shows the average summer PDSI (MPDSI)
reconstruction for all available grid points (Fig. 8A), the
drought area index (DAI<—1) (in this case the percent
of available grid points each year over the grid with
PDSI<—1; Fig. 8B), and the percent of all grid points
reconstructed for calculating these records each year
(Fig. 8C). The solid black curves are the same series
after applying a 60-year low-pass filter to each to high-
light multi-decadal changes in drought and the upper
and lower black dashed curves are 95% confidence
limits based on 1000 bootstrap pseudo-samples (Efron
and Tibshirani, 1986).

Not surprisingly, the MPDSI and DAI<—1 records
are highly correlated with each other in an inverse sense
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Fig. 7. Maps of reconstructed PDSI showing the geographic coverage
for the years when the median (AD 951) and 75% of the grid points are
reconstructed (AD 1380).

(r=—0.91). Roughly speaking, the DAI<—1 over a
range of 10-50% covers an MPDSI range of +1.0.
Interestingly, both series have long-term, nearly linear
trends that collectively indicate an evolution towards
wetter-than-average conditions over North America.
This overall trend is punctuated by significant periods of
drought and wetness that in some cases lasted for several
years.

The single greatest megadrought in the record
occurred over AD 1140-1162, a period of 23 consec-
utive years of negative MPDSI across North America.
The worst decade during that period was AD 1150-59
when seven of the ten years had an average PDSI across
North America below —1.0. The spatial pattern of that
decade of megadrought is shown in Fig. 9. Interestingly,
this period of unusually severe aridity was mainly



108

E.R. Cook et al. / Earth-Science Reviews 81 (2007) 93—134

SUMMER DROUGHT OVER NORTH AMERICA

AD 951-2003
2 A MEAN PDSI OVER NOFITH AMERICA
|
z 1 "5 | I Iy (
E ‘ “ X ‘ ,,I || | |% a||‘|‘“1
| | | il
g0 -}:h'u ‘ru I ”1' X 2 £ -n,. /a3 -'; "J‘!Jl /tu L a o '4'5." ’a”'nw '.u
= / ': AT I bt ||
= y |f l” lr ll li 'r f\ L”‘H I"I‘
so| B. DROUGHT AREA INDEX (PDSI<-1)
5 |
o 60 ‘
- | L4 W \1
& a0 | NN |f”2l ) "’ ' ' J
E IlIMlﬂ. R ' “ “' ﬂlmlﬂuhl VAl I\'l 'IE."‘U % W' .ln] o .;llll_\q j"lllil'lllgml't""r"l Ly
i | il | I Wil 'y
okl i b e At &
i G NA ‘mwl\\
120 ; " " . " — ;
100 C. PERCENT GRID AVAILABLE
|—
=z
& 8o
e
& 60
1000 1200 1400 1600 1800 2000
YEAR

Fig. 8. Mean summer PDSI for North America (A) and percent area occupied by drought (PDSI<—1) each year (B), and the percent of the overall grid
that is reconstructed each year (C). The thick solid curves are 60-year low-pass filtered versions of the annual values indicated in gray. The thick
dashed curves are upper and lower 95% bootstrap confidence limits of the low-pass filtered values.

restricted to the western half of North America, with the
castern half experiencing close to normal moisture
conditions on the PDSI scale (Table 1). This pattern is
similar to that of the 2002 drought shown in Fig. 1, but it
lasted for 10 yr. It is hard to imagine what the West
would look like if the current drought with comparable
severity were to last that long.

5.3. Changing aridity in the West since AD 800

Cook et al. (2004) used the North American summer
PDSI reconstructions to describe long-term aridity
changes in the West since AD 800 and place the current
drought there in a long-term context. Fig. 10 shows the
specific geographic region defined as the West
(Fig. 10A) and its DAI record (Fig. 10B). On inter-

annual, 20-year, and 60-year time scales of variability,
the West DAI record is similar to that for North America
since AD 951 (r=0.81, r=0.86, and r=0.93, respec-
tively). With 60-year smoothing, the three megadrought
epochs indicated for the West, centered on AD 1034,
1150, and 1253, are all similarly pronounced in the
North America average. The bigger differences appear
to be found in the wetter epochs. In particular, the early
20th century “pluvial” centered on 1915, which has
received much recent attention in the West (Woodhouse
et al., 2005), is not as pronounced in the North America
average because it was largely restricted to the West
(Fye et al., 2003). This again reveals an east—west
contrast in moisture supply across North America, simi-
lar in form to that during the AD 1150-1159 mega-
drought, but with opposite sign.
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Fig. 9. Map showing the decadal mean PDSI pattern for the worst
North American megadrought since AD 951. Note that it is mainly
restricted to the West.

Fig. 10B also highlights the differences between 20th
century drought area up through AD 2003 (boxed in
yellow) and the past, especially the ~400-year period of
elevated aridity from AD 900 to 1300. The mean DAI for
AD 900-1300 and AD 1900-2003 are 42.3% and
30.0%, respectively, a 29% reduction in the average area
affected by drought in the 20th century. This difference in
average DAI is highly significant statistically (»<0.001).

Further analysis of the tree-ring reconstructions
(Herweijer and Seager, 2006) shows that the spatial
patterns of the medieval droughts were essentially in-
distinct from those in the instrumental record. In addi-
tion, the PDSI extremes during the medieval droughts
were no greater than for the more recent ones. While it is
possible that some degree of survivorship bias in the
surviving trees used to estimate severe droughts in the
past has censored the magnitude of certain extreme
events to some degree, it is impossible to know if this
has actually occurred. Consequently, the observations
made by Herweijer and Seager (2006) remain appro-
priate. What was so different is that, whereas the recent
droughts last at most a decade, the medieval ones lasted
for decades at a time and came in quick succession. The
PDSI variability was, however, also similar to that of the
instrumental period. The easiest way to characterize the
medieval drought record is as one with variability much
like today but around a mean climate that was drier. All
in all this suggests that whatever currently forces
intermittent droughts in the West and Plains was simply
the normal state of affairs during the medieval period.

It would have immense impact on the water resources
of the West in the future were modern-day conditions to

revert to the drought experienced prior to AD 1300.
Understanding the causes of persistent drought, and how
these will be impacted by anthropogenic climate
change, should therefore be a high research priority.

6. Past historic and cultural impacts of droughts in
North America

The new reconstructions of summer PDSI provide
sobering examples of intense decadal droughts over the
past millennium that likely had severe social conse-
quences in both the arid West and the higher rainfall
areas of the eastern United States. A well documented
example from the tree-ring reconstructions is the 16th
century multi-decadal megadrought over the English
and Spanish colonies in North America, with the gravest
impacts among the native societies of Mexico where
drought interacted with conquest, forced labor, and
disease to contribute to one of the most catastrophic
episodes of human mortality in world history (Acuna-
Soto et al., 2002). In this section, we describe three such
case studies of past megadroughts over North America
to provide a human impact dimension to the tree-ring
reconstructions.

6.1. Drought and the Puebloan society in the American
Southwest

Decadal drought seems to have also played a key role
in the history of Pueblo society in the American
Southwest. The “Great Drouth” from AD 1276 to
1299 was famously documented by A.E. Douglass
(1929, 1935) when he developed the first archaeological
tree-ring chronology for Chaco Canyon, Mesa Verde,
and other major prehistoric occupations across the
Colorado Plateau. Hundreds of precipitation-sensitive
tree-ring chronologies have been developed following
Douglass’ groundbreaking research, and they confirm
the multi-decadal drought of the late 13th century. These
new chronologies (e.g., those indicated in Fig. 4) have
been used to estimate moderate drought (summer PDSI-
2.0) or worse for the entire 22-year period from AD
1276 to 1297, concentrated over the Colorado Plateau
and the ancestral Pueblo cultural area (Fig. 11).

Computational models of Anasazi farming groups in
time and space (so-called multiagent models; Gumer-
man and Dean, 2000), using surficial geomorphology
and soils, palynology, tree-ring reconstructions of
climatic variability and crop yields, estimated demo-
graphic conditions, and social structures for the 11th
through 14th centuries in Long Valley, Arizona, indicate
that the Great Drouth would have contributed to heavy
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Fig. 10. Long-term aridity changes in the West (A) as measured by the percent area affected by drought (PDSI<—1) each year (B) (redrawn from
Cook et al., 2004). The four most significant (»<0.05) dry and wet epochs since AD 800 are indicated by arrows. The 20th century, up through 2003,
is highlighted by the yellow box. The average drought area during that time, and that for the AD 900—-1300 interval, are indicated by the thick blue
and red lines, respectively. The difference between these two means is highly significant (p<0.001).

population loss among the ancestral Pueblo, consistent
with the archaeological evidence for abandonment of
the region (Axtell et al., 2002). However, the modeling
also indicates that the carrying capacity of Long Valley
may not have been entirely depleted by the late 13th
century drought, suggesting that social considerations
must have influenced the decision to abandon the region
(Axtell et al., 2002).

A six-year uninterrupted drought occurred over the
Puebloan region and Great Plains during the mid-17th
century (Fig. 11), and its impacts as described by the
Spanish included famine, disease, mortality, and village
abandonment (Sauer, 1980). The historical and dendro-
climatic records for this 17th century drought may
provide a useful analog for the social response of Pueblo
agriculturalists to prolonged drought, including social
changes associated with the Great Drouth of the late-
13th century.

6.2. Drought during the Mississippian Phase

Severe decadal drought was not confined to the arid
west over the past millennium. The tree-ring reconstruc-
tions document prolonged drought over the central and
lower Mississippi Valley during the 14th, 15th, and 16th
centuries, which may have contributed to the disintegra-
tion of the large complex chiefdoms of the Mississippian
period. The Mississippian Phase was characterized by
platform mounds, elaborate material culture, evidence for
long distance trade, and a reliance on maize and native
seed cultivation, fishing, and hunting. Mississippian sites
are distributed across much of the central and southeast-
ern United States, but were most spectacularly developed
at Cahokia, the largest prehistoric site in the eastern
United States, located in the American Bottoms south of
the confluence of the Mississippi and Missouri Rivers
(Pauketat, 2004).
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Fig. 11. Tree-ring reconstructed summer PDSI during two multi-year droughts centered over the Puebloan cultural area. The “Great Drouth”
(Douglass 1929, 1935) lasted for at least 22 yr (left). The social and environmental effects of the six-year drought during the mid-17th century (right)
were mentioned by Spanish archivists and may provide useful insight into the consequences of multi-year drought on prehistoric farmers in the

region.

The archaeological record of development and decline
at Cahokia and other major Mississippian sites has been
documented with artifact analysis and radiocarbon dating
(Milner, 1998). The original dating of the cultural phases
at Cahokia has been shifted forward in time by a few
decades in light of new results and radiocarbon cali-
bration (Milner, 1998, p. 21). These cultural phases are
believed to reflect significant changes in the human
population at Cahokia, but the absolute magnitude of the
population at Cahokia or in the larger American Bottoms
is still very poorly known. The largest population decline
at Cahokia appears to have occurred with the close of the
Sterling Phase (ca. AD 1000—1200), but the final phase
of occupation at Cahokia occurred during the Sand
Prairie Phase, which may have persisted until ca. AD
1400 (Milner, 1998; Thomas, 2000).

Several other Mississippian mound centers were
abandoned ca. 1450, including the Kincaid, Twin
Mounds, and Angel sites in southern Illinois and
Indiana (Cobb and Butler, 2002). The large Mississip-
pian mound center at Spiro in eastern Oklahoma was
also abandoned ca. AD 1450 (Thomas, 2000). In fact,
the region from the American Bottoms south to the Ohio
River and extending into central Tennessee was largely
depopulated by ca. AD 1450 (Cobb and Butler, 2002).
This region is centered on the confluence of the Ohio
and Mississippi Rivers and is referred to as “the Vacant
Quarter” (Williams, 1990; Cobb and Butler, 2002).

The abandonment of the large complex Mississippian
chiefdoms by the 15th century is not well understood.
Theories for chiefdom decline in the Mississippi Valley
include collapse of the social organization needed to
sustain the network of trade and tribute, increased
warfare (which is indicated by palisade walls and
skeletal evidence), deforestation and environmental
degradation in the vicinity of the major population
centers, flooding, and drought (Thomas, 2000; Pauke-
tat, 2004). It is also unclear whether there was a
significant population decline with the collapse of the
complex chiefdoms, or whether the population was
simply redistributed in smaller settlements across the
region.

The summer PDSI reconstructions for the central and
lower Mississippi Valley during the 14th century are
based primarily on precipitation sensitive baldcypress
and red cedar chronologies located in southeast
Missouri, Arkansas, northern Louisiana, and east
Texas (Stahle et al., 2004). These data indicate that
drought prevailed in the latter half of the 14th century.
Below average moisture conditions were reconstructed
over the lower Mississippi Valley for 46 of 58 yr from
1344-1401 (Fig. 12). Uninterrupted moderate to severe
drought was reconstructed for the two worst decades of
the 14th century, AD 1344-1353 and 1379-1388
(Fig. 12). These decadal droughts were roughly contem-
poraneous with the decline of complex chiefdoms in
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Fig. 12. Four intense decadal droughts over the central United States may have contributed to the syndrome of social and environmental change that
resulted in the decline of complex Mississippian chiefdoms in the 14th and 15th centuries. The impacts of the 16th century drought (1564—1573) on
native agriculturalists in South Carolina was mentioned by Spanish colonists at Santa Elena and may be relevant to earlier prehistoric drought
impacts. The PDSI reconstructions for the central Mississippi Valley (time series for 37.5° N—90.0° W) indicate that the Mississippian droughts of the
14th, 15th and 16th centuries (red shading) may have been the most severe and sustained in 700 yr.

the region, possibly including the conclusion of the (Fig. 12) and may have contributed to the depopulation
Sand Prairie Phase at Cahokia. Severe drought also of the Vacant Quarter and to the abandonment of the
prevailed for ten consecutive years from AD 1449—1458 Spiro site.
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Multi-decadal drought occurred in the Mississippi
Valley and across the Southeast during the late 16th
century, where it was most intense from AD 1564—1573
(Fig. 12). The agricultural impacts of this 16th century
drought among the native Orista tribes of South
Carolina were severe as described by the Spanish at
Santa Elena colony (Anderson et al., 1995), and like the
17th century Pueblo drought (Fig. 11), the 16th century
drought may provide an important historical analog to
the impacts of severe decadal drought among prehistoric
Mississippian agriculturalists.

The new PDSI reconstructions provide the first
detailed estimates of the spatial impact of prolonged
drought during this period of changing settlement pat-
terns and increasing warfare among Mississippian
chiefdoms. The widespread decadal droughts illustrated
in Fig. 12 would likely have caused a sequence of poor
harvests extending over a large sector of the Mississip-
pian cultural area. The food storage capabilities of
complex Mississippian chiefdoms were limited to
perhaps only two years (Anderson et al., 1995), and a
sequence of poor yields repeated over a few years could
have been disastrous (Milner, 1998). Milner (1998)
argues that widespread crop failures would have limited
the ability of these chiefdoms to deploy crop surpluses
from one region to another in an effort to ameliorate
famine.

The time series of summer PDSI reconstructed for
the confluence region of the Ohio and Mississippi
Rivers (37.5° N-90.0° W) is included in Fig. 12 and
indicates that the decadal droughts of the mid- to late-
Mississippian period were probably the most severe
and long lasting of the past 700 yr (i.e., AD 1344
1353, 1379-1388, 1449-1458, and 1564—1573; the
replication and reliability of the PDSI reconstructions
in the region declines before AD 1300). Climatic
deterioration has been previously implicated in the
decline of the Mississippian period (Thomas, 2000;
Cobb and Butler, 2002), and the new PDSI reconstruc-
tions provide the first detailed temporal and spatial
estimates of the most severe and sustained droughts
over the central United States during the disintegration
of these societies.

6.3. Perceptions of the Great Plains: The Great
American Desert and the Garden Myth

The new PDSI reconstructions add interesting insight
into 19th century perceptions of the American West,
especially the Great Plains, and their potential for
settlement and economic development. Lawson and
Stockton (1981) used the earlier more limited network

of tree-ring chronologies of Stockton and Meko (1975)
to document widespread drought during the explora-
tions of Stephen Long from 18191820, justifying the
perception of the Great American Desert that arose from
the expedition. We confirm their analyses with im-
proved estimates of the severity and geographical
impact of a three-year drought (1818-1820) during
and just before the Long expedition (Fig. 13). The new
reconstructions also indicate a severe two-year drought
(1805—1806) during and just prior to the Zebulon Pike
expedition (1806—1807). These extraordinary multi-
year droughts must have had a severe negative impact
on the vegetation cover and wildlife population levels in
the Great Plains. Weaver and Albertson (1936) docu-
mented the impact of the 1930s drought on the true
prairies of western Iowa, Nebraska, and Kansas, where
the death of prairie plants from drought on thin upland
soils ranged from 20—50% in the east to 80—95% in the
western portions of their study area. Ellison and
Woolfolk (1937) documented similar damage to the
grasslands and woodlands of eastern Montana during
the 1930s drought. The arid conditions reported by Pike
and Long seem certainly to have arisen in part from the
prevailing drought conditions they observed and not
simply from a naive prejudice for the wetter climates of
the eastern United States.

The Garden Myth of the Great Plains, including the
notion that “rain follows the plow”, was largely
propaganda promoted by boosters and land speculators
after the Civil War to encourage settlement (Stegner,
1992). In fact, the tree-ring reconstructions indicate
that the latter half of the 19th century was frequented
by persistent, multi-year, droughts across much of the
West (Fye et al., 2003; Cook et al., 2004; Herweijer
et al., 2006). Nonetheless, three consecutive wet years
occurred from the Southern Plains into the western
United States from 1867—1869 (Fig. 13), and during
this moist interval Clarence Thomas declared that
“rains follows the plow” (Stegner, 1992, p. 298). The
tree-ring data also indicate a three-year wet episode
over the central Great Plains and West from 1877-1879
(Fig. 13), and soon after Charles Dana Wilber
published his glowing impressions of Great Plains
agricultural potential (Wilber, 1881). Both these wet
periods, in the late 1860s and later 1870s, corresponded
to El Nifios and came on the heels of protracted La
Nifias and droughts (see Section 7). The promising
moist conditions of the late 1870s were soon followed
by recurrent drought in the late 1880s and 1890s,
corresponding to a return to a persistent La Nifa-like
state, and which followed the catastrophic blizzards of
1886—1887, leading to the collapse of many pioneer
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Fig. 13. Perceptions of the agricultural potential of the American West were influenced by prevailing climatic conditions (Lawson and Stockton,
1981). The Pike expedition of 18061807 and the Long expedition of 1819—-1820 both encountered extreme drought conditions which must have
contributed to their descriptions of the “Great American Desert.” Episodes of above average wetness in the 1860s and 1870s may also have helped
boosters briefly promote the “Garden Myth of the Great Plains,” before the return of drought to the Plains in the 1880s and 1890s.

farms and ranches (Stegner, 1992; Wheeler, 1991,
Herweijer et al., 2006).

The Great Plains climate is transitional between the
humid east and the arid west. The instrumental and tree-
ring reconstructed PDSI indicate that large portions of the
Plains can become garden-like or desert-like, depending
on the prevailing climatic regime. The proxy tree-ring
data tell us that drought prevailed over much of the Plains
during the 19th century. They further imply that modern
industrial agriculture will become increasingly vulnerable
to these decadal moisture regimes if the water resources of

the region continue to be depleted, e.g., the High Plains
Aquifer (McGuire, 2004).

7. The dynamics of persistent North American
droughts

It is only in the last decade, and really only in the last
few years of that decade, that progress has been made in
determining the causes of sustained, multi-year, droughts
over North America. This work has made clear that
tropical SSTs, and in particular, tropical Pacific SSTs,
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are the ultimate driver. Three developments allowed this
breakthrough:

1. The first was a natural development as the first
persistent drought since the 1950s spread across the
northern mid-latitudes in 1998 becoming the first
multi-year drought event to be well captured within
the Earth and space-based instrumental record.

2. The second development was a research advance that
allowed the creation of global SST and sea ice
datasets using sparse, ship-based, observations.
These datasets extended the record of global ocean
variations back until 1856 (Kaplan et al., 1998;
Rayner et al., 2003). Prior to this work research on
the causes of drought proceeded like the drunk
looking for his keys under the lamppost — looking
for causes in SST variations where there was data,
that is, in the North Pacific and North Atlantic
Oceans. Namias (1983) is a good place to start down
this confusing route’.

3. The third development was a change in the attitude of
climate modelers. Until very recently, model simula-
tions of SST-forced climate variations typically began
in the 1950s partly because it was only over this period
that upper air data was available for verification
(atmospheric reanalyses were only extended back from
1960 until 1949 a few years ago). Hence model
simulations tended to begin during or after the 1950s
drought and, until the last few years, end before the
most recent drought. Recently, enabled by the second
development above, modelers have conducted simula-
tions that begin earlier and capture the Dust Bowl
drought (Schubert et al., 2004a,b) and all six multi-
year droughts in the instrumental record (Herweijer
and Seager, 2006; Herweijer et al., 2006; Seager,
submitted for publication; Seager et al., 2005b).

The context and dynamics of North American
droughts will here be illustrated using as an example
the drought that began in the late 1880s and continued
until 1896. The 1890s drought came after a feverous
period of migration to the West, encouraged by the
railroad companies and state and federal governments
(Reisner, 1986). By and large the settlement had gone
along with a period of wetter than usual conditions that
encouraged widespread belief that ‘rain follows the

' It would be an interesting topic for a historian of science to
determine by how many years progress in understanding global
climate variations was set back by meteorologist’s habitual use of
polar stereographic map projections, which inhibited the identification
of tropical forcing, let alone hemispheric symmetry.

plow’. Frederick Jackson Turner had announced the
closing of the frontier — defined as a region of minimal
population density — in 1890 but, by the end of the
drought depopulation had caused its resurrection
(Worster, 1985). The 1890s drought, coming on the
heels of a phenomenally cold winter in 1886 that killed
vast numbers of cattle, restored some sense of realism to
the difficulty of settlement in the arid regions and ended
the idea that sturdy settlers, working alone, would be
able to transform the West.

Libecap and Hansen (2002) demonstrate the impacts
of the drought on agriculture and homesteading and the
extent to which the prevalent ‘dry farming’ doctrine was
inadequate to deal with the drought. To prevent further
catastrophes it became recognized that the Federal
government would have to be involved and the 1890s
drought can take some credit for the beginning of
Federally-driven irrigated agriculture with the Recla-
mation Act of 1902. It is of interest to examine the
meteorological origins of such an important drought and
historical turning point. Results presented here for the
1890s drought are very similar to those presented for
twentieth century droughts by Seager et al. (2005b) and
for the two other nineteenth century droughts by
Herweijer et al. (2000).

7.1. The global context of North American drought

Determining the causes of North American
droughts, like most climate phenomena, is greatly
aided by taking a global perspective and recognizing
that these are not geographically isolated events.
Hoerling and Kumar (2003), in an influential paper
entitled ‘The Perfect Ocean for Drought’, were the first
to point out that the North American drought at the
turn of the 21st century fitted into a zonally symmetric
pattern of mid-latitude dryness that dynamically linked
the droughts in North America, the Mediterranean and
central Asia.

Schubert et al. (2004b) then demonstrated that
within a climate model the Dust Bowl drought of the
1930s fitted into a pattern that had not just zonal
symmetry but also hemispheric symmetry. This point
was amplified by Seager et al. (2005b) in a climate
model simulation of the 1856 to 2000 period. To ram
the point home, Herweijer and Seager (2006) used
station precipitation data and climate model simula-
tions to demonstrate that each of the six multi-year
mid-latitude drought events in North America that have
occurred since the onset of SST observations (1856—
65, the 1870s, 1890s, 1930s, 1950s and the most
recent, turn-of-the-century, drought) fitted into a global
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pattern with hemispheric symmetry and, in the
extratropics, zonal symmetry. The drought records of
the Pampas in southern South America and that of the
Great Plains, in fact, share a remarkable similarity.

The global footprint of these hydroclimate regimes,
and their hemispheric symmetry, suggested that the
causes lay in the tropics. Indeed, Hoerling and Kumar
(2003) and Schubert et al. (2004a,b) implicated tropical
SSTs as the cause of the recent and Dust Bowl droughts,
respectively. Going further, Seager et al. (2005b),
Herweijer et al. (2006), Herweijer and Seager (2006),
and Seager (submitted for publication) demonstrated
that all of the six mid-latitude drought regimes were
accompanied by persistent La Nifia-like SSTs in the
tropical Pacific, even as SST anomalies in the other
oceans varied between the different events. Further, they
demonstrated that this global drought history could be
reproduced with remarkable fidelity in a climate model
forced by the history of tropical Pacific SSTs alone.

Fig. 14 shows the observed station precipitation
anomaly (from the Global Historical Climatology Net-
work (GHCN)) and the observed SST anomaly (Kaplan
etal., 1998; Rayner et al., 2003), averaged over the 1890—
1896 period relative to a 1856 to 2005 climatology,
together with the equivalents from the climate model
ensemble of Seager etal. (2005b). The atmosphere general
circulation model used is the Community Climate Model
3 (CCM3) of the National Center for Atmospheric
Research. The model ensemble members were forced
with observed SST anomalies in the tropical Pacific Ocean
only and SST anomalies elsewhere were computed with a
mixed layer ocean model — the so-called POGA-ML
configuration (for Pacific Ocean—Global Atmosphere—
Mixed Layer ocean). The model ensemble consists of 16
members, each integrated from 1856 to 2005 beginning
with different atmospheric initial conditions on January 1,
1856. The ensemble average is shown here. The mean
over such a large ensemble effectively averages over and
removes the uncorrelated internal atmospheric variability
in the ensemble members and isolates the part of the
atmospheric circulation common to the members, that is
the part that is forced by the imposed SSTs.

Station data from the 1890s is relatively sparse, and of
questionable reliability, in the Americas. Nonetheless, the
drought over North America can be easily seen, especially
in the Plains region. The tree-ring reconstruction of the
summer PDSI, which may be more accurate than the
station data, is shown in the top left panel and clearly
shows the drought extending into the Rockies. As
described earlier, PDSI is meant to be an indicator for
soil moisture anomalies. Consequently the upper right
panel of Fig. 14 shows the soil moisture anomaly in the

upper 1.5 m as simulated by the POGA-ML model. The
model soil moisture and tree-ring reconstructed PDSI
show general agreement that most of North America
except for part of the Pacific coast and New England
(according to the trees) were struck by drought.

Station data is very sparse in South America but there
is an indication of drought in the southern regions, an
area also impacted by drought in the 1930s and 1950s.
Areas of Europe were also struck by drought during this
period. The observed global SST anomaly of the 1890s
has a classic persistent La Nifia-like pattern with a broad
area of colder than usual waters in the eastern tropical
Pacific, warmer waters in the central and western
subtropical and mid-latitude Pacific Ocean, cool waters
along the Pacific coasts of the America and a cool Indian
Ocean. This pattern is very similar to that which
accompanies interannual La Nifia events.

The middle and lower right hand panels of Fig. 14
show the drought regime from the POGA-ML model
simulations. The model reproduces the North American
drought and brings into relief the drought in southern
South America. The tropical Americas were wet in the
model — a situation hinted at in the station data — which
is also typical of La Nifla conditions. The model also
reproduced a drought over Europe in agreement with
observations. The rough hemispheric and zonal sym-
metry of this drought period, like the others before and
after, is clear in the model.

It is also striking that most features of the global SST
field during the 1890s are reproduced by the POGA-ML
model as a remote response to the tropical Pacific, La
Nina-like, SST forcing. This includes the cool waters
along the west coasts of the Americas and the warm
waters in the mid-latitude western and central Pacific
Ocean in each hemisphere, a cool Indian Ocean and cool
waters across most of the Atlantic Ocean. Although the
modeled SST anomalies are systematically too weak — a
problem we are yet to diagnose — this amount of
agreement is convincing evidence that the climate regime
of the 1890s, with widespread drought throughout the
mid-latitudes, was a result of the persistently cold tropical
Pacific Ocean of that period. It also makes clear that the
SST anomalies in regions of the ocean away from the
tropical Pacific, while perhaps influencing the develop-
ment of the mid-latitude droughts, are not causal but are
themselves a response to the tropical Pacific SSTs.

7.2. Eddy—mean flow interaction and tropical forcing of
mid-latitude drought

The anomaly during the 1890—1896 period of the
zonal mean zonal winds and temperature are shown in
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Fig. 14. Top row: the tree-ring reconstructed PDSI (left) and the modeled soil moisture anomaly within the POGA-ML ensemble (right), both non-
dimensional. Middle row: the observed precipitation anomaly for 1890—1896 as derived from station data (left) and the POGA-ML simulation (right).
Bottom row: the observed SST anomaly (left) and the SST anomaly from the POGA-ML model (right) which is a combination of observed SST
anomaly in the tropical Pacific and computed SST anomaly elsewhere. Units are mm per month for precipitation and Kelvin for temperature.

Fig. 15, as simulated by the POGA-ML model, for during this period, a manifestation of the overall
both the winter and summer half years of the period. tropical Pacific warming in the Twentieth Century,
Generally the troposphere in the model was cooler but, once more, the typical La Nifia-like pattern is
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POGA-ML 1890-1896 Zonal Averaged Temperature (colors), Zonal Winds (contours)
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Fig. 15. Anomalies of the zonal mean temperature (colors) and zonal mean zonal wind (contours) from the POGA-ML model for the 18901896
period for the northern hemisphere summer seasons (above) and winter seasons (below). Units are Kelvin for temperature and meters per second for
winds.

evident. There was strong cooling in the tropics
with a maximum in the upper troposphere and a
cooling minimum, or actual warming, in the mid-
latitudes of each hemisphere. Consistent with this
pattern, the subtropical jets were weaker in each
hemisphere. Allowing for the overall cooler period,
this is essentially the opposite of the pattern of
hemispherically symmetric climate change, with
tropical temperature anomalies inducing opposite
signed anomalies in mid-latitudes, identified by
Seager et al. (2003) as the typical response to El
Niflo.

How the changes in the subtropical jets impact the
mid-latitude climate can be understood with reference to
the zonal mean governing equations in the extratropics:

) =—(ub’),, (1)
fluy==(9),, (2)
(), + (@), =0, 3)
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together with the vertically integrated moisture equation:

P =@ [ (@), +60)e. 6

In these equations the angle brackets denote a zonal
mean, overbars denote the monthly time mean and
primes denote the deviation from the time mean. The
zonal, meridional and vertical pressure velocities are
denoted by u, v and w, T is temperature, ¢ is specific
humidity, P is precipitation, £ is surface evaporation, p
is pressure, ¢ is geopotential height, f is the Coriolis
parameter, k is the gas constant divided by the specific
heat of air at constant pressure and R is the radiative flux
convergence. Contributions to the zonal mean circula-
tion, temperature, and precipitation by the stationary
waves have been omitted for illustrative purposes but
can be important.

Seager et al. (2003) detailed the way in which the
changes in the subtropical jet streams impact the vertical
and meridional propagation of transient eddies. The
changes in subtropical jet stream and location are con-
trolled by thermal wind balance (Eq. (2)): as the tropics
cool a reduced meridional pressure gradient causes the
subtropical jet to weaken. For the case of weaker jets, as
during persistent La Nifia conditions, transient eddies
propagate less deeply into the tropical upper tropo-
sphere, instead depositing their momentum further pole-
ward. As such, there is less poleward eddy transport of
zonal momentum in the subtropical upper troposphere
and more poleward transport in the mid-latitudes. The
modeled anomalies of eddy momentum fluxes during
the 1890s drought for the summer and winter half years
are shown in Fig. 16A.

As seen in the equations, the convergence of eddy
momentum flux has to be balanced by the Coriolis
torque associated with the mean meridional velocity.
That is, the anomalous eddy momentum fluxes induce a
mean poleward flow. By continuity the induced merid-
ional flow will force descent where there is upper tro-
pospheric mass convergence. The subsidence is given
by:

o) =- [ (F,- L, e ©

By examining the eddy momentum fluxes shown in
Fig. 16A (here shown just for the October through
March half year) it can be deduced from this relation that
subsidence (positive w) will occur due to the first term
on the right. (The B term will move the subsidence
equatorward.) The modeled subsidence anomaly during

the 1890s drought is shown in Fig. 16B: there is
anomalous downward motion in the mid-latitudes of
each hemisphere, just where expected if eddy momen-
tum fluxes were the cause.

Downward motion forces warming due to compres-
sion. This is balanced in part by increased radiative
cooling and in part by reduced transient eddy heat flux
convergence (Seager et al., 2003). Note that, as is
typical, the transient eddy heat flux acts diffusively,
opposing a temperature anomaly created by the mean
flow (see Robinson (2005) for a discussion of this). The
subsidence will also lead to low level divergence and, as
can be seen from the moisture equation, to a reduction of
P-E and, in general, a reduction in precipitation itself.
This makes sense as a budget but also in a more
fundamental way. Precipitation only occurs where there
is ascending motion since that is required to convert
water vapor into condensate. Any process, in this case
transient eddy momentum fluxes, that forces descent
will suppress precipitation. The details of how the
moisture budget comes back into balance — whether
there is reduced evaporation or moisture convergence by
the mean flow or transient eddies — is less important
than the fact that forced descent will suppress
precipitation (Seager et al., 2005a). The changes in the
zonal mean moisture budget are much the same as is
shown for the 1930s and 1950s in Seager et al. (2005b):
the precipitation anomalies most closely track the
anomalous moisture convergence by the zonal mean
flow, both in the tropics and the extratropics. In the
zonal mean the convergences and divergences by tran-
sient eddies and stationary eddies largely cancel each
other out. These results are not shown here for brevity.

7.3. Tropically-forced stationary Rossby waves and
drought over North America

The zonal mean circulation anomalies are not the
entire story however. In addition stationary Rossby
waves are excited by the precipitation anomalies over
the tropical Pacific (reduced precipitation and atmo-
spheric heating at the Equator and increases off the
Equator) and propagate poleward and eastward. Under-
standing of these waves goes back to Hoskins and
Karoly (1981) and Trenberth et al. (1998) provide a
useful review. The Rossby wave- or teleconnection-
pattern associated with La Nifas creates an upper level
anticyclone over the eastern North Pacific, a cyclone
over western Canada, and another anticyclone over the
southern United States. In winter these wave trains are
essentially equivalent barotropic, that is they have the
same sign throughout the troposphere, as can be seen by
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Fig. 16. The meridional flux anomalies of zonal momentum by transient eddies (top) and vertical pressure velocity (below) for the northern
hemisphere winter half years as simulated by the POGA-ML model. Units are meters squared per second squared for momentum flux and Pascals per

second, times one thousand, for pressure velocity.

comparing the upper level height anomalies with the
lower level height anomalies in Fig. 17B.

Fig. 17A shows the upper level geopotential height
anomalies over the Americas during the winters of the
1890s drought. The ridges of high pressure, expected as
part of the zonal mean response to La Nifia conditions,
are clearly seen in the mid-latitudes of each hemisphere.
In addition the Rossby wave signal over the Americas is
clear with a wave train of alternating cyclones and

anticyclones. The southern United States lies under a
high. Also shown in Fig. 17A is the P—E anomaly and it
is clear that this high corresponds to atmospheric
moisture divergence and, hence, negative P—E. Thus,
the zonal mean signal of mid-latitude drought is
regionally intensified over North America by Rossby
waves propagating from the tropical Pacific Ocean.
Fig. 17C shows that the regions of drying lie under
regions of anomalous descent, just as in the zonal mean.

Fig. 17. The winter half years of the 1890—1896 drought as simulated with the POGA-ML model. The top panel shows the 250 mb geopotential
height anomaly (contours) and the P—FE anomaly (colours). The middle panel shows anomalies of 850 mb geopotential height (contours) and surface
temperature (colors). The bottom panel shows the 850 mb winds as vectors and the 500 mb vertical pressure velocity and colors and contours. Units
are mm per month for P—FE, meters for geopotential height, Kelvin for temperature, Pascals per second, times one thousand, for pressure velocity and

the scale for the vectors is shown at lower right.
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In this case however the possible causes of descent are
more complex than in the zonal mean and linked into the
stationary wave response. As can be seen by the low
level wind field anomalies in Fig. 17C, equatorward
flow induces descent. This could arise from a balance
between advection of planetary vorticity by the anom-
alous flow and vortex compression and/or between
advective cooling and subsidence warming. This is quite
apparent west of the west coast of North America. It is
also, in general, true over the Great Plains region during
summer. In this case the equatorward flow may be caused
by eddy-induced subsidence and can amplify the drought
by reducing the poleward flow of moisture from the Gulf
of Mexico. But the situation can be made more complex
by the ability of both anomalous transient eddy fluxes of
heat, and anomalous mean flow advection of mean flow
vorticity, to induce patterns of vertical motion.

7.4. Summertime drought and the possible role of soil
moisture and land—atmosphere interaction

It has long been thought that land—atmosphere
interaction can introduce persistence into droughts as
reduced precipitation lowers soil moisture, reduces
surface evapotranspiration and further reduces precipi-
tation. In this sequence the length of time for soil
moisture adjustment introduces a lag and a memory.
Koster et al. (2004) demonstrate that, in climate models,
the Great Plains and the Sahel are the two regions of the
world where there is strong coupling between soil
moisture and precipitation and where land surface pro-
cesses can lead to persistence. Normally the timescale is
thought to be on the order of seasons rather than years.

Land—atmosphere interactions are most commonly
invoked during the summer season. In the models and in
observations precipitation is greatly reduced during the
summer (Seager et al., 2005b). During the 1930s Dust
Bowl drought winter precipitation remained normal but
during other droughts winter precipitation was also
reduced. In general the droughts appear to be year-round
phenomena.

The model simulations analyzed provide some sup-
port for a summer land—atmosphere feedback (Fig. 18).
During the summers of the persistent droughts,
including the 1890s one, there are positive anomalies
of P—E over Mexico and the southern United States.

This is despite negative P anomalies and indicates that
the surface evapotranspiration is reduced by even more
with anomalous atmospheric moisture convergence
stepping in to provide balance. This situation would
not lead to a self-sustaining drought. Instead it suggests
that negative P—F anomalies before the summer reduce
the soil moisture and, hence, the evapotranspiration in
summer leading to reduced precipitation. Since the at-
mospheric column becomes dry, transient eddies, acting
diffusively, converge more moisture into the region. In
other words soil moisture feedbacks are acting as a
bridging mechanism that extends the influence of winter
precipitation reductions into summer.

However this is not the only process at work in the
summer. The mid-latitude ridges, related to tropical
cooling, are still present in summer (Seager et al., 2005b;
Herweijer et al., 2006) indicating the continued existence
of atmospheric circulation anomalies forced from the
tropics. It is also noticeable that, during summer, the
equivalent barotropic structure of the mid-latitude
circulation anomalies is interrupted over North America
as surface low pressure develops over the southeast and
northerlies develop to the west over the Plains. This
thermal low type of pattern is suggestive of a circulation
response to the change in surface and column heating as
the diabatic heating by precipitation is reduced and the
surface cooling by sensible heat and longwave radiation
is increased. This possible circulation response, and how
it feeds back into the moisture budget, is deserving of
more attention.

7.5. Summary of drought mechanisms

In summary, then, the persistent droughts over North
America all arose as part of the response of the global
climate to persistent La Nifa-like conditions in the
tropical Pacific Ocean. When the waters are cool so is
the tropical troposphere and the subtropical jet streams
weaken and move poleward. This impacts the propaga-
tion of transient eddies such that they propagate less
deeply into the tropical upper troposphere. As such there
is less poleward transport of zonal momentum in the
subtropics and more in the mid-latitudes. The divergence
of the eddy momentum transports is balanced by the
Coriolis torque, resulting in poleward flow in the upper
troposphere from the subtropics into the mid-latitudes.

Fig. 18. The summer half years of the 1890—1896 drought as simulated with the POGA-ML model. The top panel shows the 250 mb geopotential
height anomaly (contours) and the P—E anomaly (colours). The middle panel shows anomalies of 850 mb geopotential height (contours) and surface
temperature (colors). The bottom panel shows the 850 mb winds as vectors and the 500 mb vertical pressure velocity and colors and contours. Units
are mm per month for P—FE, meters for geopotential height, Kelvin for temperature, Pascals per second, times one thousand, for pressure velocity and

the scale for the vectors is shown at lower right.
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By continuity this induces downward motion that causes
warming and suppresses precipitation — at all longitudes
and in each hemisphere. This zonally symmetric mech-
anism of tropical forcing of mid-latitude drought regimes
is interrupted by stationary Rossby wave propagation
from the tropical Pacific region. These stationary waves
place anomalous anticyclones over North America during
extended La Nifia events and enhance the droughts within
this region.

7.6. Possible role of Atlantic SST anomalies

The mechanism of drought generation that we have
described has only involved forcing from the tropical
Pacific Ocean. This is consistent with the model results
presented in which adding in global SST anomalies did
not lead to clearly greater skill at simulating North
American droughts. In contrast using a different climate
model, Schubert et al. (2004a) claim that the Dust Bowl
drought was about equally forced by the cool tropical
Pacific and the warm tropical Atlantic. Sutton and
Hodson (2005) have also claimed that warm tropical
Atlantic SST anomalies induce drying over North Amer-
ica. Their results are not, however, of direct relevance
to the drought problem as they examined the entire 30-
year period from 1930 to 1960 and compared it to the
1960 to 1990 period, whereas it is the multi-year time-
scale that is of most relevance to North American
droughts. Sutton and Hodson also only considered the
June through August part of the year whereas, as we
have already stated, the droughts in general contain
significant drop-offs of precipitation in spring, fall and
winter as well.

There is general agreement that it is the tropical
component of Atlantic SST anomalies that are important
though they arise as part of a pattern with the same sign
anomalies throughout the North Atlantic. Warm Atlantic
anomalies go along with drought. It is often suggested
that this pattern arises as a response to changes in the
Atlantic thermohaline circulation (Kushnir, 1994).
However there is a significant complication in that the
tropical Pacific can force remote Atlantic SST anomalies
and perhaps also change the strength of the thermoha-
line circulation. Currently there is no proposed mech-
anism for how tropical Atlantic anomalies force
drought. This is in contrast to the two mechanisms
proposed for linking tropical Pacific anomalies and
North American (and global) hydroclimate, which are
well evidenced in observational analyses and models
and which have clear basis in dynamical theory. It could
be that, during summer, Atlantic SST anomalies
influence the southerly flow on the western flank of

the North Atlantic subtropical anticyclone, but this is yet
to be demonstrated.

The possibility of a role for the tropical Atlantic
Ocean needs more investigation. The model results
presented here and in the referenced papers clearly link
the six droughts that have occurred since the mid-
nineteenth century to cool tropical Pacific SSTs. Further
the model results provide a consistent dynamical
explanation. What is more, the observed droughts fit
into as global pattern with hemispheric symmetry, a
pattern that the tropical Pacific-forced model can
reproduce (Herweijer and Seager, 2006). The hemi-
spheric symmetry argues for a tropical Pacific cause,
whereas the Atlantic mechanism relies on SST anoma-
lies that have notable hemispheric asymmetry. It is hard
to imagine how the subtropical North Atlantic SST
anomalies could be responsible for the correlation
between North American and South American droughts.

However it could be that the CCM3 model used here,
while correctly representing the Pacific influence,
misses an additional influence of the Atlantic Ocean.
The other models that have been used to make the case
for an Atlantic SST-drought link during the Dust Bowl
need to be further investigated to see if the Atlantic also
impacts the other five droughts. Further, it is imperative
that the mechanisms that underlay such a link be
determined.

8. Causes of tropical Pacific SST variability on
decadal and centennial timescales

The last section makes a compelling case that the
persistent North American droughts are “caused” by a
particular pattern of decadal SST anomalies in the
tropical Pacific that bears enough resemblance to the
interannual La Nifia SST pattern to be termed “La Nifa-
like”. The obvious next questions are what causes these
temperature patterns and are they predictable. A clear
answer has yet to emerge.

While the principal decadal pattern of Pacific SST
variability does resemble the ENSO pattern, it has
broader scales and relatively greater amplitude in extra-
tropical latitudes (e.g., Fig. 14C; Zhang et al., 1997).
The strength of the pattern in the North Pacific led a
number of investigators to regard it as primarily a
northern hemisphere extratropical phenomenon, the
Pacific Decadal Variation or PDO (see especially
Mantua et al., 1997). In this guise it has been shown
to be linked to rainfall over western North America
(Gershunov and Barnett, 1998), in the same sense as the
long-established link between the ENSO cycle and
rainfall (Ropelewski and Halpert, 1987). An important
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finding of this work is that the relationship between the
PDO and rainfall is not merely the decadal average of
ENSO events. This result is confirmed by the numerical
experiments of Huang et al. (2005), who show that the
difference between the relatively wet period from 1976
to 1998 and the preceding dry decades is successfully
simulated by an atmosphere model forced only by the
mean SST anomalies in the two periods; the difference is
not a rectified effect of the greater El Nifo activity in the
later period. Consistent with the results reported in the
previous section, Huang et al. (2005) also show that the
tropical SSTs are the primary reason for the rainfall
difference.

These model results are in keeping with observational
studies showing that there are decadal variations in the
South Pacific, and that these are linked to the PDO
(Garreaud and Battisti, 1999; Power et al., 1999; Deser
et al., 2004). Power et al. (1999), noting that “PDO” is
usually taken to be centered in the North Pacific, use
“Interdecadal Pacific Oscillation” (IPO) to emphasize the
basin-wide nature of Pacific variability. Having the signal
appear in both hemispheres implicates the tropics as a
likely source, and some of this work finds a clear tropical
signature in the data (see especially Deser et al., 2004).

8.1. Origins of tropical Pacific decadal variability

How much of the basin wide decadal variability is
driven from coupled interactions in the tropical Pacific
similar to ENSO, and how much is attributable to mid-
latitude sources is an area of active research. Recall that
the POGA-ML experiments described in the previous
section strongly suggest that the mid-latitude SST part
of the IPO pattern could be forced by atmospheric
anomalies driven by tropical SST anomalies. Gu and
Philander (1997) proposed that mid-latitude SST
anomalies generated by anomalous heat fluxes could
be subducted and carried to the equator, changing
temperatures in the equatorial thermocline and then
upwelled to change equatorial surface temperatures.
This mechanism would complete a loop from equatorial
SSTs through the atmosphere to mid-latitude SSTs and
then back through the ocean to equatorial SSTs.
However, careful studies of Pacific SST variations in
recent decades have shown that the oceanic pathway is
ineffective because the mid-latitude anomalies are
diluted by mixing, especially as they move along the
western boundary on their way to the equator (Schneider
et al., 1999; Hazeleger et al., 2001). Still, since subduc-
tion and advection of mid-latitude waters is the source
for the equatorial thermocline, this oceanic mechanism
must become effective at some longer timescale.

An alternate hypothesis for Pacific variability at
decadal and longer periods is that it is generated solely
in the tropical Pacific by ocean—atmosphere interactions
similar to those driving ENSO (Karspeck and Cane,
2002; Karspeck et al., 2004). If chaotic dynamics are
dominant then there might be some hope of predicting
decadal variations. Karspeck et al. (2004) and Seager
et al. (2004) investigated decadal predictability in
idealized experiments with the intermediate Zebiak
and Cane (1987) ENSO model. They found a modest
degree of decadal predictability, perhaps too modest to
be of practical value. Since this was in idealized
experiments, it overstates the ability to predict the real
world even if the dynamics of the simplified model
correctly captures the dominant dynamics in nature. If
the random intrusions of mid-latitude systems or the
random perturbations of intraseasonal and other tropical
“noise” are more important in nature than in the model,
then the predictability is smaller still. At this point the
issue of predictability has barely transitioned from the
issue of model predictability to real world predictability
with data assimilation. The origins and predictability of
decadal variability of the tropical Pacific Ocean remains
a fundamental research frontier. Any multi-year predict-
ability of North American droughts will require success-
ful multi-year predictions of tropical Pacific SSTs.

8.2. Tropical Pacific SSTs over the last millennium

All the hypotheses described thus far rely on
interactions internal to the earth’s climate system.
Another possibility is that the variations are forced
externally by solar variations and changes in volcanic
aerosols. The perennial problem with solar-climate
connections is the very small size of the solar forcing
signal, but because the amplitude of the decadal SST
anomalies responsible for major droughts is so small
(viz. Fig. 15), the solar option cannot be dismissed.

To explore this issue further, we begin with the
millennium long record of drought in the west shown in
Fig. 10. The first question to be answered is whether
there is any evidence that the tropical Pacific SST-
drought relation seen in the past 150 yr — the period of
instrumental data — holds for the more extreme and
extended droughts of this longer period. In this period
we must rely on paleoproxies for SST information as
well as for drought. The principal proxies able to resolve
decadal variations are tree rings and isotopic analyses of
corals. The tree rings relevant for tropical Pacific SSTs
are primarily proxies for precipitation in places where
the influence of ENSO and the IPO are strong, and so
necessarily build in the modern relationship between
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ENSO or IPO and drought. A true test of the SST-
drought relationship can use only corals as a proxy for
SSTs. Evans et al. (2002) obtained measures of tropical
SSTs from corals at multiple sites, but since there is only
a single coral head at each site, the records go back no
more than a few hundred years. Cobb et al. (2003)
overlapped shorter segments of fossil coral in a manner
similar to the way tree-ring time series have been spliced
together from individual trees. The result is displayed in
Fig. 19. Palmyra (6° N, 162° W) is in a prime location
to provide an ENSO proxy, and Cobb et al.’s §'*0
record from modern corals correlates with the NINO3.4
(120° W to 170° W, 5° S to 5° N) SST at r=—0.84 in the
ENSO band. In other words, this coral proxy series
correlates as well or better than any two commonly used
ENSO indices (e.g. SOI, NINO3, NINO3.4) correlate
with each other. It is likely that the §'®O signal primarily
reflects rainfall and so correlates better with NINO3.4
(and NINO3) than with local SST (see Evans et al.,
2002). It also appears that the 6'%0 signal is a good
proxy for decadal SST.

The Cobb et al. record, taken together with the
drought record of Fig. 10, appears to verify the modern

relationship between SST and drought. SSTs in the
eastern Pacific are low (La Nifia-like) in the period circa
AD 1200 when severe drought prevailed in the west, and
high in the 1600s, during the Little Ice Age, when the
west was wetter.

Fig. 19 also displays the mean of a 100-member
ensemble calculated by forcing the Zebiak—Cane model
with a slightly updated version of the Crowley (2000)
solar and volcanic forcing; for details see Mann et al.
(2005). There is general agreement that much of the
ENSO variability is generated in ways internal to the
climate system, either by chaos or noise, so we cannot
expect even a perfect model to agree in detail with the
single realization present in the observational record.
Insofar as ENSO variability is forced, then it is possible
for values averaged over a number of ENSO events to
have similar features in different realizations. Indeed,
Fig. 19 shows, for both model and data, cold SSTs in the
mean in the late 12th—early 13th centuries, moderate
SSTs in the 14th—early 15th centuries, and warm SSTs in
the late 17th century. In all three cases the means of the
observations and the model ensemble are consistent
within the ensemble sampling distribution (dashed lines
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Fig. 19. After Mann et al. (2005). The annual mean NINO3 response of the Zebiak—Cane model to the combined volcanic and solar radiative forcing
is compared with reconstructions of ENSO behavior from Palmyra coral oxygen isotopes. The model is run over the interval AD 1000—1999; the
coral reconstruction, shown as darker grey curves, is available only for the 4 intervals shown. The continuous faint grey curve is the annual mean
model NINO3 anomaly (in °C relative to the AD 1950-1980 reference period) averaged over a 100 member ensemble. Despite the averaging
considerable variability remains, largely due to the influence of volcanic eruptions. The heavy black line shows 40-year smoothed values of model
NINO3. The coral data (darker grey curves) are scaled so that the mean agrees with the model (see Mann et al, 2005 for details). Thick grey lines
indicate averages of the scaled coral data for the three available time segments; the thick black lines are the ensemble-mean averages from the model
for the corresponding time intervals. The associated inter-fourth quartile range for the model means (the interval within which the mean lies for 50%
of the model realizations) is also shown (dashed grey lines). The ensemble mean is not at the center of this range, due to the skewed nature of the

underlying distribution of the model NINO3 series.
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on Fig. 4). Moreover, the late 17th century warmth and
the 12—13th century cold are well separated within the
distribution of states from the model ensemble runs: one
would expect the later period to be warmer than the
earlier one in roughly 7 out of every 8 realizations.
Assuming these statistics, which are derived from an
ensemble of model runs, apply to reality, we would
expect nature’s single realization to be warmer in the later
period with close to a 90% probability. In both data and
model there is also a systematic difference in the strength
of the ENSO cycle in the two periods with more (less)
ENSO variability going with a warmer (colder) mean
SST in the eastern equatorial Pacific.

Due to both greater solar irradiance and fewer
volcanic eruptions, the late 12th—early 13th centuries
is a time of greater heating compared with the centuries
since up until the last decade or two. This period is
sometimes referred to as the “Medieval Warm Period”,
especially in studies based on data from Europe. The
late 17th century, during the Little Ice Age, is a time of
reduced solar radiance and more volcanic eruptions
(Crowley, 2000; Jones et al., 2001). The model and data
agree on a counterintuitive result: the eastern equatorial
Pacific is colder when the heating is greater and visa
versa. This may be understood as follows (Clement
et al., 1996). If there is a heating over the entire tropics
then the Pacific will warm more in the west than in the
east because the strong upwelling and surface diver-
gence in the east moves some of the heat poleward.
Hence the east—west temperature gradient will strength-
en, so the winds will also strengthen, so the temperature
gradient will increase further — the Bjerknes (1969)
feedback — leading to a more La Nifia-like state.

This chain of physical reasoning is certainly correct
as far as it goes, but the climate system is complex and
processes not considered in this argument might be
important. Perhaps cloud feedbacks play a substantial
role. In a time of enhanced solar heating, the oceans
should generally warm everywhere, including the
subduction zones of the waters, which ultimately make
up the equatorial thermocline. This might mean that the
upwelled waters would warm, though, as discussed
above, this mechanism does not seem to have influenced
the changes observed in the past few decades. In any
case, the observational evidence is that times of greater
heating are times when the tropical Pacific is more La
Nifa-like, and the agreement between the data and the
simulation with the simplified Zebiak—Cane model
supports the idea that the Bjerknes feedback is
dominant. Future research, especially experiments with
more complex models, will doubtless clarify the
mechanisms.

8.3. Uncertainties in the climate forcing over the last
millennium

A more problematic issue is the great uncertainties in
the solar and volcanic forcing. The size of past volcanic
eruptions is inferred from proxies, primarily volcanic ash
in polar ice cores (e.g., Crowley, 2000). Converting the
proxy records into a radiative impact requires some form
of extrapolation from the few well observed volcanic
eruptions in recent times, such as Pinatubo. There is no
sure way to do this. The solar forcing is at least as
uncertain. Reconstructions rely on sunspot observations
for recent centuries, and on paleoproxy records of
cosmogenic nuclides for the longer record. The latter
are directly influenced by changes in magnetic flux from
the sun, not changes in irradiance. A relationship between
the two must be created by extrapolating from the short
period of instrumental observations, a period dominated
by 11-year solar cycles which have less variation than
that implied by the proxies for past centuries. The values
used in the model experiments fall somewhere in the
middle of values appearing in the literature, but are higher
than the most recent estimates (Lean et al., 2002). Since
the SST response to this forcing is just at the magnitude
of the drought patterns of recent times, any reduction in
the estimate of irradiance forcing makes the sun an
implausible cause of the drought-inducing SST anoma-
lies. Further, Lean et al. (2002) claim that there may not
be a systematic relationship between changes in
irradiance and those in magnetic flux. So while there is
a reasonably convincing empirical correspondence be-
tween proxies for solar output and tropical Pacific SSTs,
the great uncertainties in solar irradiance forcing raise
doubts about explanations of these SST wvariations as
responses to solar forcing.

We saw that the Cobb et al. (2003) proxy data shows
cooling in the eastern equatorial Pacific at times in the
past when the global climate warmed due to increased
solar radiation or reduced volcanism, a result repro-
duced in the modeling study of Mann et al. (2005) and
explained by the Bjerknes feedback. However, this same
relation does not appear to hold for the 20th century,
when radiative forcing and global temperatures increase.
(Crowley, 2000 found the greatest disagreement be-
tween global mean temperature and a model forced by
solar, volcanic and greenhouse gas variations in the
early 20th century.) Perhaps this change in behavior is
due to the impact of atmospheric aerosol or perhaps
there is something missed in our argument when the
radiative increase is due to increased greenhouse gases.
Another possibility is suggested by Fig. 20, which
updates Cane et al. (1997) to show the temperature trend
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from 1900 to 2000. There is no change in the eastern
central Pacific, but the strong warming in the west
means that the east—west SST gradient significantly
strengthens over the century — as would be expected
from the Bjerknes feedback (Fig. 20, bottom panel). It
may no longer be safe to infer the basin wide tropical
Pacific SST pattern from the eastern end alone.

9. Tropical Pacific SSTs and North American
drought in the greenhouse future

As has been shown, precipitation over North
America is highly sensitive to tropical Pacific SSTs.
Consequently the hydrological future of the American
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West will, at least partially, be determined by how
tropical Pacific SSTs respond to rising levels of
greenhouse gases. Predictions of future tropical Pacific
SSTs rely on models. We would prefer that the models
demonstrate the ability to simulate the defining features
of the ENSO cycle with some skill. Unfortunately, most
of the comprehensive Coupled General Circulation
Models (CGCMs) fall short. AchutaRao and Sperber
(2002) reviewed the simulations of ENSO in 17 CGCMs
that were part of the Coupled Model Intercomparison
Project (CMIP). Most of the model El Nifios were too
weak and markedly in the wrong location. Five of the
models were judged to “represent well the Walker cir-
culation anomalies, the warming and enhanced rainfall
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Fig. 20. (A) The trend in monthly mean SST anomalies from 1900 to 2000 in °C per century. Updated from Cane et al. (1997). Regions that cool, such
as the eastern equatorial Pacific, are significantly different from the mean global SST warming of 0.4 °C per century. (B) Time series of: (top) the
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in the central/east Pacific.” Some of these model ENSOs
had most of their power at a higher frequency (~2 yr)
than observed, and most did not have the correct phase
with respect to the annual cycle.

Collins and the CMIP Modelling Groups (2005)
examined the predictions from 20 CMIP CGCMs forced
by a 1% per year increase in greenhouse gases to see
whether the mean state becomes more El Nifio-like or
more La Nifa-like. The most probable outcome is no
large trend in either direction. Doherty and Hulme
(2002) looked at the simulations from 12 CGCMs of
changes in the SOI and tropical precipitation from 1900
to 2099. They found that changes in SOI variability are
not coherent among the models, broadly consistent with
Collins et al. (2005). They do find a slight overall
tendency toward a more positive SOI; that is, a more La
Nina-like state. Specifically, 6 of the simulations
showed a statistically significant positive trend and 2 a
statistically significant negative (El Nifio-like) trend,
while the remaining 4 showed no significant trends.

The positive trend is in keeping with expectations
based on the Bjerknes feedback, but was surprising
because two of the earliest studies of ENSO in the
greenhouse with this generation of models reported a
positive (more El Niflo-like) trend in NINO3 (Timmer-
mann et al., 1999; Cai and Whetton, 2000). Moreover,
the models used in these studies, ECHAM4 and CSIRO,
are among those found to have positive trends in the
SOI. One possible reason for the discrepancy between
the two measures of ENSO is that a trend toward more
La Nina-like SSTs in the eastern Pacific is overridden by
the overall global warming; as with Fig. 20, it would be
revealed by looking at east—west temperature gradients
instead of solely at eastern SSTs. Or, it might be that the
overall pattern of the ENSO events is altered in the
greenhouse world; for example, a shift to the southeast
as observed in the late 20th century by Kumar et al.
(1999). Doherty and Hulme (2002) found pattern
changes in a minority of the 12 simulations they
considered, with HADCM2 and ECHAM4 showing
eastward shifts.

Recently Liu et al. (2005) have questioned the
wisdom of searching for El Nifo-like or La Nifa-like
responses to greenhouse forcing. Instead they examine
anumber of CGCMs subject to rising greenhouse gases
and demonstrate that, instead of a change in the east—
west temperature gradient, the common response is for
the equatorial Pacific Ocean to warm by more than the
subtropical Pacific Ocean. They relate this to changes
in the Hadley Cell and surface heat fluxes. From the
perspective of the zonal mean atmospheric circulation
and mid-latitude drought this ‘enhanced equatorial

warming’ is likely to have impacts akin to those of El Nifio.
As the equator warms so will the tropical troposphere, the
jets will move equatorward and strengthen and the
transient eddies will drive mid-latitude ascent, increasing
precipitation. Anomalous descent, and drying, would
instead occur in the subtropics.

Probably the tropical ocean temperatures will respond
to greenhouse forcing with some mix of a change in east—
west gradient and north—south gradient and there will be
attendant changes in stationary waves and the zonal mean
atmospheric circulation. The hydrological future of the
West will depend on what this mix is. While current
models may agree on the north—south gradients they
disagree on the east—west gradient and, overall, are too
inconsistent to provide much guidance. Perhaps the new
generation of coupled GCMs created for the fourth IPCC
assessment will show more of a consensus.

Tropical SSTs are not the only influence on how
precipitation will change in the greenhouse future.
Globally averaged precipitation is expected to increase
to balance the increase in surface evaporation, which
itself is needed to balance enhanced downward
longwave radiation from the atmosphere to the
surface. However, the distribution of this increase in
precipitation will depend on changes in surface
evaporation and changes in atmospheric moisture
transport to which ENSO-like changes are only one
contributor. Further, a warmer atmosphere can hold
more water vapor. Because the water vapor content is
influenced by the exponential increase of saturation
water vapor content with temperature, while the global
increase in precipitation is more linear in temperature,
the intensity of precipitation events is expected to
increase (Trenberth et al., 2003). This has hydrological
implications in that, potentially, more precipitation
will go into runoff and less into recharge of soil
moisture. Winter snowpack is also expected to
decrease in the West reducing the spring melt and
gradual recharge of streams and soil moisture at lower
levels. See Stewart et al. (2004) and Mote et al. (2005)
on this topic as well. These changes that can occur in
the absence of circulation changes could also increase
the drought risk in North America. Further, if tropical
Atlantic SST anomalies really do impact precipitation
over North America, the weakening of the Atlantic
THC that many model project for the next century
would cause cooling in the subtropical North Atlantic
which, on the basis of the experiments of Sutton and
Hodson (2005), would tend to increase precipitation
over parts of North America. Given these complexities
it is currently impossible to project what the hydro-
logical future of the Plains and the West will be.
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10. Conclusions

Recent advances in the reconstruction of past drought
over North America and in modeling the causes of
droughts there have provided important new insights
into one of the most costly recurring natural disasters to
strike North America. A grid of summer PDSI recon-
structions has been developed now for most of North
America from a remarkable network of long, drought-
sensitive tree-ring chronologies. These reconstructions,
many of which cover the past 1000 yr, have revealed the
occurrence of a number of unprecedented megadroughts
over the past millennium that clearly exceed any found in
the instrumental records since about AD 1850, including
an epoch of significantly elevated aridity that persisted
for almost 400 yr over the AD 900—1300 period. In terms
of duration, these past megadroughts dwarf the famous
droughts of the 20th century, such as the Dust Bowl
drought of the 1930s, the southern Great Plains drought
of'the 1950s, and the current one in the West that began in
1999 and still lingers on as of this writing in 2005.

The impact of the earlier megadroughts on Puebloan
and Mississippian agricultural societies, ones based on the
clever use of available water resources, is also indicated
by the decline and disappearance of those cultures during
prolonged drought periods. In turn, the perception of the
American West as a place of settlement in the 19th century
was strongly influenced by the timing of droughts and wet
periods during periods of exploration there.

The extraordinary duration of past North American
megadroughts is difficult to explain, but climate models
strongly point to tropical Pacific Ocean SSTs as a prime
player in determining how much precipitation falls over
large parts of North America. Numerical experiments
that successfully simulate major droughts over North
America from the Civil War to the severe 1999-2004
drought in the West indicate the dominating importance
of these SSTs in determining how much precipitation
falls over large parts of North America. Of central
importance to drought formation is the development of
cool “La Nifia-like” SSTs in the eastern tropical Pacific
region. This development appears to be partially linked
to changes in radiative forcing over that region, which
affects the Bjerknes feedback mechanism of the ENSO
cycle there. Paradoxically, warmer conditions over the
tropical Pacific region lead to the development of cool La
Nifa-like SSTs there, which is drought inducing over
North America. La Nifia-like conditions were apparently
the norm during much of the Medieval period when the
West was in a protracted period of elevated aridity and
solar irradiance was unusually high. Whether or not this
process will lead to a greater prevalence of drought in the

future as the world warms due to accumulating
greenhouse gases is unclear at this time.

It may well be that the West will luck out as rising
greenhouse gases induce an equatorial warming, or an El
Nifio-like response, and the resulting circulation changes
increase precipitation across the mid-latitudes. But we have
the nagging reality that a previous time of high positive
radiative forcing — the Medieval period — was associated
with both colder tropical Pacific SSTs and epic drought
across the West. Where the climate system to revert to that
severity of drought, conflict, at least on a political level,
would return to the West as cities, with relatively modest
claims on available water but huge and growing populations,
and water-hungry agribusiness, with great political clout, do
battle over diminishing resources. The ancient Pueblo
migrations may be an unfair analogy, but modern Western
society, highly dependent on hydraulic engineering, is yet to
be tested by the dreadful droughts we know can occur.
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Technical Memorandum

Date: March 14, 2013

To: Paul Johnson, SAIC

Cc: Nathan Winkley, Mike Jacobs, John Christopher, Lynn Moore
From: John Winchester, High Country Hydrology, Inc.

Re: Extended drought reconstruction from PDSI

This memo summarizes the development of long-term reconstructed streamflows.

Background

Stream gauge records in south-central Kansas generally start in the 1920s. These cover
the droughts of the 1930s, 1950s and 1990s, but do not necessarily reflect the long-term
hydrologic variability.

Our research found that the only long-term surrogate data for south-central Kansas is
approximately 1000 years of summer Palmer Drought Severity Index (PDSI) data
developed by Dr. Edward Cook at the Lamont-Doherty Earth Observatory of Columbia
University.! The Palmer soil moisture algorithm is calibrated for relatively homogeneous
regions. The Palmer Index varies roughly between -6.0 and +6.0, which Palmer
arbitrarily selected based on his original study areas in central lowa and western Kansas.>
The PDSI is a meteorological drought index, and it responds to abnormally wet or dry
weather conditions. For example, when precipitation increases from below average to
above average, the PDSI shows an end to the drought without considering streamflow,
lake and reservoir levels, and other longer-term hydrologic impacts.

The Available PDSI Data

Cook originally produced a gridded network for the continental United States in 1999,
based on 388 tree ring chronologies. In 2004 he expanded the spatial and temporal
coverage to include 286 points in a 2.5 degree grid covering most of North America, as
shown in Figure 1. The 2004 PDSI reconstructions are based on 835 tree-ring
chronologies. Figure 2 shows the tree ring sites used for the 1999 network (there was no
comparable map for the 2004 chronologies on the NOAA web site). As shown in the
figure, in 1999 there are no tree ring sites located in Kansas, so PDSI values for the six
locations in Kansas are interpolated from sites in other states.

! http://www.ncdc.noaa.gov/paleo/pdsi.html
2 Palmer, Wayne C., Meteorological Drought — Research Paper No. 45. Office of Climatology, Washington
DC. 1965.
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Figure 1. Grid locations where PDSI has been generated (Cook, 2004).
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Figure 2. Locations of tree ring chronologies used by Cook in 1999.
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The PDSI values generated in 2004 represent the average summer (June-August) PDSI.3
Six of the grid locations published in 2004 fall within Kansas. Comparing the summer
PDSI with annual flows for the Little Arkansas River at Valley Center, we found that the
best correlation between streamflow and PDSI was obtained when we used the PDSI for
southwestern Kansas.

The PDSI data for southwestern Kansas has a period of record from 887 AD — 2003 AD.
Figure 3 shows a time series of the PDSI and the number of tree ring sites used to
reconstruct the PDSI for the period of record.

PDSI for Southwestern Kansas
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Figure 3. PDSI and number of tree sites.

The Cook data set included both the PDSI calculated from historical records for 1900-
2003, and the reconstructed PDSI for 887-2003. The correlation between these two data
sets had an 12 of 0.82. For the following analyses, we used a composite PDSI that was

made up of the reconstructed values for the years 887-1899, and actual values for
1900-2003.

Drought Return Period

Using the PDSI data, we calculated the return period for various droughts. While the
method for calculating the return period for a single year is well documented, there is no
standard method for calculating the return period for multi-year droughts.

We calculated and compared the return period for droughts in three ways: using single
years, using the number of consecutive years in a drought, and using the cumulative
PDSI.

3 http://www.ncdc.noaa.gov/paleo/pdsi.html
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Single Year Severity
To calculate the return period of single years, we sorted the annual PDSI values into
ascending order, so the most negative values were first. We ranked the data, with 1 being
the most negative value.

We applied the equation for recurrence intervals to this data,
T=(n+1)/m

where

T = recurrence interval in years

n = number of years in the time series

m = rank of the individual year (1, 2, 3...)*

While there were drier years before 1900, during the gauged period of record covered by
the PDSI (1923-2003), defining droughts based on single years showed that 2002 was the
driest single year in the 1900-2003 period of record, followed by 1956 and 1934.

While individual years are interesting, they do not adequately describe the droughts
experienced in Kansas.

Number of Drought Years
Counting the number of years with below average precipitation and runoff can be used to
determine the duration of a drought.

Rather than simply count the number of sequential years with a PDSI below zero, we
modified our calculation of duration to account for variation of average years, and to
allow for single years with average conditions that occur in a string of drought years.

Based on Palmer’s original paper, the range of -0.49 to 0.49 is considered “near normal.”
Because there are years with a negative PDSI that are still considered within the normal
range, we did not consider a year a drought year until the PDSI was less than -0.5. This
assumption eliminated 82 of the 1167 years from the drought classification.’

In recognition that droughts can last through a single near-average year, series of drought
years were considered unbroken if it contained a single year with a positive PDSI less
than 0.5. While there were individual positive years in strings of drought years, this
assumption did not change any of the calculated drought durations because all the
individual years had a PDSI of greater than 0.5.

4 Dunne, Thomas, and Leopold, Luna. Water in Environmental Planning, 1978.
3 PDSI drought durations.xIsx
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Drought Duration and Severity

City staff at Wichita asked us to analyze surrogate hydrologic data to determine long-
term drought durations and severities. This memo discusses long-term droughts and
potential data sets that could be used for planning purposes.

Drought Duration and Severity

There are no long-term streamflow reconstructions for south-central Kansas, however Ed
Cook and John Krusic have reconstructed annual values of the Palmer Drought Severity
Index (PDSI) across North America, including six points in Kansas. We compared the
annual values of PDSI with gauged streamflows for 1923-2003, and found that the PDSI
for southwest Kansas was the best match for streamflows near Wichita. The PDSI
reconstruction for southwest Kansas covers 1166 years, from 837 to 2003.

The PDSI reconstruction for southeast Kansas is based on tree ring chronologies. The
number of sites used to develop the PDSI for southwest Kansas ranges from 2 to 35.
Statistically comparing different periods of the reconstructed PDSI, we determined that
years with more than 15 tree ring sites produced statistics more comparable with the
historical record, whereas earlier values based on fewer sites tended to be biased toward
drought. Consequently we have limited our use of reconstructed PDSI to the years 1640-
2003, which are based on 15 or more tree ring sites.

To determine drought duration, we counted the number of below-average years that
occurred in a row, and then calculated the exceedance probability for the different
durations using the standard equation,

Exceedance = Rank / (Sample Size + 1)

Using the same PDSI data, we calculated the total cumulative PDSI for each drought.
Because annual PDSI data does not correlate well with historical daily stream gauge data,
we suggest that the simplest strategy to generate model input for drought sequences is to
use historical streamflow data from years with similar PDSI values. Based on historical
PDSI data, we have assembled combinations of gauge data to represent the historical
droughts portrayed in the PDSI data. Drought duration, severity and representative years
from the historical gauge record are shown in Table 1 for various droughts.
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Table 1. Drought Durations and Severity from PDSI Data

Suggested Drought Intervals
based on reconstructed PDSI (1640-2003) Representative Historical Years
Exceedence |Duration [Cumulative| Mean Actual Cum.
Probabilty (yrs) PDSI pdsi Years PDSI
10% 2 -4.4 -2.20(1925-1926 -4.9
4.0% 4 -8.8 -2.21|1925-1926, 1981 x 2 -8.8
2.0% 6 -15.6 -2.60|1952-1956, 1959 -16.1
1.3% 7 -19.6 -2.80|1946, 1952-1956, 1981 -19.6
1.0% 8 -22.4 -2.80|1933-1940 -24.4
0.40% 10 -31.4 -3.14|1952-1956 x 2 -31.1
0.20% 12 -38.2 -3.18|1952-1956 x 2, 1963-1964 -38.4
0.10% 14 -45.0 -3.21|1925, 1933-1940, 1936-1937, 1937, 1940, 1976 -45.0
Design Drought

City staff requested that we fit the drought-duration data to a distribution so they can see
how much of the data is included in various multiples of the standard deviation.

The annual PDSI data were classified into wet and dry years, with wet years having a
PDSI greater than 1, dry years less than a PDSI of -1, and normal years between 1 and -1.
If two dry years were separated by a single wet year with a PDSI of 0.5 or less, the dry

streak was considered to be continuous.

Assuming the year counts were divided into 9 bins, the Johnson’s Special Unbounded
(SU) distribution best matched the number of consecutive drought years. The analysis of
fit was made using sequential years for both wet and dry years (both positive and
negative values of PDSI). The red data points show the number of droughts that occurred
for each drought duration on the x-axis. Note that the secondary axis only approximately
matches the function because it is not possible to mix x-y and bar graph types in Excel.

Probability Density Function

Johnson's Special Unbounded (SU) Distribution, Years of Drought Duration

= fiﬂ':ﬁfi’zﬁoff&i‘
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Number of Consecutive Drought Years
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Figure 4. Fitted distribution and actual number of droughts
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The graph shows the actual number of droughts for durations of 1, 2, 3... years. The
analysis was done using an odd number of bins (9 bins for 16 years), which eliminated
the outliers for droughts of 1- and 3-years.

Assuming the distribution represents the data, this graph shows that droughts with
durations within 2 standard deviations would represent 97.8 percent of the droughts,
including the drought with a 2-percent chance of occurring.
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1. Introduction

Periods of severe drought are one of the greatest recurring natural disasters in North America. In any given
year, droughts occur all across North America resulting in significant impacts on local economies, societies, and
the natural environment. Drought conditions in the United States cost on average $6-8 billion every year, but
have ranged as high as $39 billion during the three-year drought of 1987-89 (Riebsame et al., 1991). In Kansas
alone, the recent 2011 drought resulted in losses in excess of $1.7 billion (Kansas Department of Agriculture,
2011).

Droughts impact both surface- and ground-water resources and often result in reductions in water supply and
crop failure particularly in agriculturally sensitive areas such as the High Plains of western Kansas. This region
is becoming increasingly vulnerable to drought due to a variety of factors including the increased cultivation of
marginal lands and the increased use of ground-water resources from the High Plains aquifer (Woodhouse and
Overpeck, 1998), where water withdrawal has exceeded recharge for many years (e.g. McGuire, 2009).

The droughts of the 1930s and the 1950s remain the benchmarks in terms of duration, severity, and spatial
extent for Kansas in the 20™ century. Therefore, determining how representative these historic droughts have
been in terms of drought occurrence is vitally important. The key question is how unusual are severe droughts,
such as the Dust Bowl? Was this drought a rare event or should we expect droughts of similar or even greater
magnitude in the future?

Direct observations of temperature and precipitation from instrumental records are largely restricted to the
past 100 years and are therefore too short to adequately answer these questions. Therefore, in order to assess
the full range of drought variability, it is important to place historic droughts in a longer-term context by utiliz-
ing paleoclimate proxy records.

This report investigates past drought occurrences from paleoclimate records over the last 1000 years. In par-
ticular, we focus on Palmer Drought Severity Index (PDSI) reconstructions calculated from annual tree-ring
chronologies. Additional paleoclimate proxies and historical records are also examined to lend further support
to reported past drought variability.

2. Types and Measures of Data
2.1 Drought Indices

The Palmer Drought Severity Index (PDSI) is one of the most widely used indices to measure drought in North
America. The PDSI was developed by Palmer (1965) to measure the intensity and duration of long-term
drought. It uses precipitation and temperature data to determine how much soil moisture is available com-
pared to average conditions. PDSI values therefore provide data on both relative wetness and dryness over a
given period. The index typically ranges between -4 (extremely dry) and 4 (extremely wet) but the range limit is
not explicitly bound. As the index is standardized to local climate, it may be applied to any part of the country
to demonstrate relative wetness and dryness.

2.2 Paleoclimate Data

PDSI values calculated from instrumental data provide a valuable means to assess drought variability over the
instrumental record (i.e. the past 100 years). Recently, the Kansas Geological Survey has published historic cli-
mate and PDSI data (1895 to 2011) online in the form of the Kansas High Plains Aquifer Atlas (http://www.kgs.
ku.edu/HighPlains/HPA Atlas/Climate%20and%20Climate%20Trends/index.html#). Based on these data alone,
the droughts of the 1930s and 1950s appear to be anomalous in terms of their severity and duration (Fig. 1).
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Figure 1. Instrumental PDSI trends for Kansas from 1895 to 2011. Image from the High Plains Aquifer Atlas
(www.kgs.ku.edu/HighPlalins/HPA_Atlas/index.html).

However, paleoclimatic records allow one to assess the full range of drought variability by utilizing data that
span longer periods of time. Long-term records have been developed from a variety of different proxies that
span a range of time periods from hundreds to thousands of years. Proxies include tree-rings, sediments from
lakes, sand dunes, and rivers, as well as historical and archeological records. These proxies record natural vari-
ability in drought occurrence and allow us to compare historic droughts of the 20™ century with those of the
past.

This report will focus on the paleoclimatic record developed from tree-ring studies. However, it is important
to note that when used together, multiple proxy records provide a more complete picture of past change than
that offered by any one proxy or instrumental data alone. Therefore, this report will supplement tree-ring
reconstructions with data from historical, archeological, and geomorphic records in order to more fully inves-
tigate past drought variability.



2.2.1 Long-term PDSI Reconstructions

Tree-rings chronologies are based on the actual growth rate of highly drought-sensitive trees and therefore
function as an important indicator of past droughts. Adequate moisture and a long growing season result in
wide tree rings while drought years create very narrow rings. Importantly, individual tree-rings can be dated to
the exact calendar year using cross-matching techniques.

Recently, an extensive network of annual tree-ring chronologies has been developed and made publically avail-
able through the International Tree-Ring Data Bank (http://www.ncdc.noaa.gov/paleo/treering.html). Utilizing
these data, annual PDSI reconstructions have been developed for 286 grid points across most of North America
(Cook and Krusic, 2004). Reconstructions utilized the nearest available tree-ring chronologies to each grid point
and were produced with a well-tested point-by-point principal-components regression procedure. See Cook et
al. (1999) for detailed methodology used to develop PDSI reconstructions. PDSI reconstructions are evaluated
using four statistics, which indicate high overall calibration and verification (see appendix for more details).

Regression based tree-ring PDSI reconstructions tend to underestimate extreme values, although dry extremes
are better represented than wet extremes, but are reasonably accurate in terms of extent and duration (Wood-
house and Overpeck, 1998). Therefore, such reconstructions facilitate accurate assessment of the relative
severity of 20"-century droughts compared to droughts in the more distant past.

A previous paleoclimate report for the Ogallala region by Young and Buddemeier (2002) utilized PDSI recon-
structions by Cook et al. (1999), which were developed from 425 tree-ring chronologies and extended from
~1170 to 1978 AD for western Kansas. Since the publication of this report, new PDSI reconstructions have
been produced that represent a substantial spatial and temporal improvement and enable us to better assess
the nature of past drought variability. New reconstructions are now based on almost twice as many tree-ring
chronologies (835 in total) and extend over longer time periods (from 837 to 2003 AD for western Kansas).
PDSI estimates are based on instrumental data after 1978. PDSI data are available publically in the form of the
North American Drought Atlas (http://iridl.Ideo.columbia.edu/SOURCES/.LDEO/.TRL/.NADA2004/.pdsi-atlas.
html). Data were obtained for six grid points in Kansas, thereby dividing the state into six regions (Northwest,
Southwest, North-central, South-central, Northeast, Southeast) for analysis in this report.

3. Analyses
3.1 Drought Severity

Figure 2 contains plots of annually resolved PDSI tree-ring reconstructions for six regions in Kansas. These plots
highlight numerous years in the past where drought conditions exceeded the severity of the 1930s and 1950s
droughts in each region. The peak individual drought years during the 1930s and 1950s droughts were deter-
mined to be 1934 and 1956 respectively. PDSI values for these years are highlighted with dashed lines on figure
2 and provide a benchmark by which to assess drought occurrence within each region. This type of analysis,
however, does not favor regional comparisons as different PDSI thresholds are used in each region.

In order to facilitate regional comparison, we averaged the six regional PDSI values for 1934 and 1956 respec-
tively, generating two thresholds by which to compare the different regions. These thresholds enable us to de-
termine the number of years where droughts of a similar or greater magnitude occurred (i.e. years where PDSI
is less than the threshold values). The averaged PDSI values for 1934 and 1956 are -4.9 and -5.9 respectively.
Figure 3 highlights the total number of drought years in each region where PDSI values were less than or equal
to the threshold values. Note that data were unavailable for some regions between 837-1000 AD and there-
fore, in order to facilitate fair comparison between regions, this analysis was restricted to data post 1000 AD.

The PDSI data indicate that western Kansas has experienced more severe droughts than eastern Kansas over
the past 1000 years. Furthermore, the data also indicate that northern Kansas has typically experienced more
severe droughts than southern Kansas. The west to east trend is not surprising given the strong latitudinal
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Figure 2e. Annual PDSI reconstructions from tree rings for northeastern Kansas. Dashed lines indicate the
1934 (black) and 1956 (red) PDSI values.
10
8
6
q .
X | | ‘u I I‘I“‘ll‘. il ||.|
3 o
o
* || ,' ' Ik I
-4 T l ‘ ' | I I T | I
6
-8
800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
Year

Figure 2f. Annual PDSI reconstructions from tree rings for southeastern Kansas. Dashed lines
indicate the 1934 (black) and 1956 (red) PDSI values.
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climate gradient in Kansas. The north to south trend can be explained by investigating the spatial patterns

of historic 20™"-century droughts. For example, the Dust Bowl| drought was spatially centered over the Pa-
cific Northwest and later over the northern Plains while the 1950s drought, in contrast, was centered over
the southern Great Plains and later shifted into the southwest US (e.g. Stahle et al., 2007; Fig. 4). Hoerling et
al. (2009) suggest that the 1950s drought was driven by changes in sea-surface temperatures, more specifi-
cally the El Nifio-Southern Oscillation. They found that during La Nifia years, characterized by cold sea-surface
temperatures in the equatorial Pacific, droughts are common in the southern Plains. In contrast, they suggest
that the Dust Bowl drought was caused by random atmospheric variation rather than changes in ocean tem-
peratures. Therefore, the PDSI data appear to suggest that the random forcing mechanisms of the Dust Bowl
drought have been more common over the past 1000 years than those that resulted in the 1950s drought.

Another way to analyze the PDSI data is to determine how many years exceed the threshold in a given century.
By this method we should expect individual drought years at least as severe as 1934 on average 3-4 times a
century in western Kansas, 2-3 times in central Kansas, and about once a century in eastern Kansas.

However, this analytical method (i.e. using averaged PDSI thresholds) can be misleading. For example, figure 3
indicates that there are no droughts in the paleorecord that exceed the 1956 threshold in eastern Kansas. This
is misleading because of the strong regional expression of drought in the state. For example, in southeastern
Kansas the 1956 PDSI was -4.0, which indicates extreme drought. However, because drought conditions were
more severe elsewhere in the state, the regionally averaged threshold for 1956 is skewed to -5.9. While there
are no past drought years with PDSI values less than -5.9 in southeastern Kansas, there are at least 22 past
drought years with PDSI values less than -4.0 (see Fig. 2f). We therefore suggest that both methods of analysis
(i.e. assessing drought severity within and between regions) should be used in conjunction when assessing the
variability of drought severity across Kansas.

3.2 Drought Duration

One of the key characteristics of the 1930s and 1950s droughts was not only their severity in a given year but
their duration. Individual drought years are therefore not necessarily good indicators of cumulative socioeco-
nomic or environmental impacts as one dry year may be accommodated if it is sufficiently offset by wetter con-
ditions the following year (Cook et al., 2007). For example, the 2002 drought year in southwestern Kansas was
more severe than the peak year of the Dust Bowl (PDSI values of -7.1 and -5.0 respectively). However, 2002
was bounded by years of positive PDSI values whereas the Dust Bowl drought consisted of several consecutive
years of drought conditions. It is therefore important to assess the duration of past periods of drought.

The duration of droughts is more difficult to estimate because climatic variability tends to punctuate dry
multi-year intervals with occasional wet years (Cook et al., 2009). Furthermore, there is no unique solution for
calculating drought duration. For example, the 1930s and 1950s droughts have been estimated to have lasted
12 and 14 years (Stahle et al., 2007) or 7 and 8 years (Andreadis et al., 2005) respectively. One method to
determine drought duration is to utilize a low-pass filter, such as a moving-average, which allows for analysis of
decadal to multi-decadal changes in aridity.

Figure 5 contains plots of PDSI values smoothed over 10- and 50-year periods. For this analysis we determine
the beginning and end of a drought period from the smoothed data by identifying when it is preceded or fol-
lowed by more than two consecutive years of positive PDSI values. Using this technique we identify the dura-
tion of the 1930s and 1950s droughts in Kansas as lasting 13 and 18 years respectively.

Using these durations we are able to identify several periods of past drought with durations similar (i.e. 10-20
years) to the severe historic droughts of the 20" century. These droughts are highlighted in figure 5 by light
gray bars. Figure 6 shows the number of droughts of similar duration to the historic 20*" century droughts over
the past 500 years. We limit this analysis to the past 500 years because the majority of droughts prior to this
appear to be of much greater duration. Drought duration over the past 500 years illustrates a similar pattern to
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Figure 3. Number of drought years more severe than the peak years of the 1930s and 1950s droughts. Note
that this analysis uses threshold PDSI values averaged across all six regions.
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Figure 4. Mapped spatial patterns of the 1930s and 1950s droughts using instrumental PDSI data. Figure modi-
fied from Stahle et al. (2007).
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Figure 5a. Smoothed PDSI reconstructions for northwestern Kansas. Light-gray bars indicate droughts of similar
duration to the 1930s and 1950s droughts while dark-gray bars indicate droughts of greater duration.

drought severity with western and northern Kansas experiencing more decadal drought periods than eastern
Kansas. From these data we should expect decadal droughts on average two times a century in western Kansas
and about once a century in eastern Kansas.

3.2.1 Megadroughts

Droughts of unusually long duration compared to those observed in the instrumental record are often called
‘megadroughts.” In order to constitute a megadrought, a past multi-year drought must exceed the duration of
the most extreme droughts in the 20™ century. Therefore, for this study, a megadrought is defined as a drought
lasting more than 20 years in duration.

PDSI reconstructions highlight several periods of extreme drought in the past with much longer durations com-
pared to those of the 20™ century, particular prior to 1500 AD. These multi-decadal droughts are highlighted in
figure 5 by dark gray bars. Additionally, documented megadroughts are typically at least as severe as the 1930s
and 1950s droughts.

It is important to validate the occurrence of past megadroughts by utilizing other proxy records. Figure 7 syn-
thesizes the records of drought variability shown in figure 5 and in addition highlights different lines of environ-
mental and societal evidence that support drought conditions during documented megadroughts.
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Figure 5b. Smoothed PDSI reconstructions for southwestern Kansas. Light-gray bars indicate droughts of similar
duration to the 1930s and 1950s droughts while dark-gray bars indicate droughts of greater duration.

3.2.2. Megadroughts from 1500 to 2011 AD

PDSI reconstructions indicate the likely occurrence of megadroughts in the beginning and middle part of the
19t century, which persisted on average for 30 years (Figs. 5 and 7). Drought conditions around 1850 are noted
in a variety of historical data, including early meteorological records (Ludlum, 1971). Stahle et al. (2007) cite
evidence from the Kiowa of the southern Great Plains that cites 1855, known among the Kiowa as the “sitting
summer,” as a year of severe drought. Woodhouse and Overpeck (1998) note that drought conditions were
also documented in Kansas newspapers in 1860. Woodhouse et al. (2002) used streamflow reconstructions
from eastern Colorado to document a period of remarkable sustained drought from approximately 1845 to
1856. This period of drought, together with human impacts, may have also resulted in a severe decline in the
populations of the Great Plains bison (Woodhouse et al., 2002). Historical accounts from early explorers in

the region during the 19' century report periods of blowing sand indicative of eolian activity and sand-dune
activation for an area extending from northern Nebraska to southern Texas (Muhs and Holiday, 1995). Eolian
activity is primarily driven by droughts severe enough to remove the stabilizing effects of vegetation. Forman
et al. (2008) observed discrete episodes of sand deposition in the Arkansas River valley of southwestern Kansas
between 1620-1680 and 1800-1820 AD (Fig. 6).

3.2.3 Megadroughts from 850 to 1500 AD

PDSI data highlight several likely past megadroughts from 850 to 1500 AD (Figs 5 and 7). Although these mega-
droughts were punctuated with wet intervals, overall they suggest protracted aridity lasting on average 40-50
years in duration. The longest megadrought on record occurred in north-central Kansas and lasted 110 years
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Figure 5c. Smoothed PDSI reconstructions for north-central Kansas. Light-gray bars indicate droughts of similar
duration to the 1930s and 1950s droughts while dark-gray bars indicate droughts of greater duration.

from 1317 to 1427 AD. This megadrought was also much more severe than historic 20""-century droughts. Fig-
ure 7 highlights the spatial variability of megadroughts across the state. For example, the protracted 110-year
megadrought in north-central Kansas was separated into two separate decadal droughts in western Kansas.

Most dune records from the central Great Plains show significant sand-dune activation due to increasing aridity
and reductions in vegetation cover between 950-1350 AD. Evidence of sand-dune mobilization from the Great
Bend Sand Prairie in south-central Kansas — the largest dune field in Kansas — has been documented between
1050-1250 and 1450-1650 AD (Arbogast, 1996). Halfen et al. (2011) also identified active dune migration in
south-central Kansas between 1000-1100 AD. Dunes in the Cimarron River valley of southwestern Kansas were
active between 1050 and 1250 AD (Lepper and Scott, 2005) while dunes in the Abilene dune field of north-cen-
tral Kansas were active more broadly between 890-1490 AD (Hanson et al., 2010). The time intervals for dune
activation overlap periods of megadroughts identified from PDSI reconstructions.

Support for the occurrence of megadroughts between 850 and 1500 AD can also be gleaned from the archeo-
logical record, which highlights the destabilizing effects of past severe droughts. Benson et al. (2007) suggest
that multi-decadal droughts between 990-1060, 1135-1170, and 1276-1297 AD had significant impacts on a
variety of prehistoric populations in the Southwest, including Anasazi and Fremont cultures, and the Midwest,
such as the Mississippian society.
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Figure 5d. Smoothed PDSI reconstructions for south-central Kansas. Light-gray bars indicate droughts of similar
duration to the 1930s and 1950s droughts while dark-gray bars indicate droughts of greater duration.

The 13* century drought is commonly referred to as the “Great Drought” in the southwest and contributed to
significant social change in the Four Corners region through severe population loss and the abandonment of
Anasazi settlements. This megadrought would have strongly impacted maize agriculture, which had become
the dietary staple of the Anasazi (Benson et al., 2007). Rapid population declines have been documented from
archeological sites starting at 1130 and 1280 AD. Studies have also reported population declines in the Fre-
mont cultures located in the Four Corners region around 1000 AD, which may be attributable to the 990-1060
drought.

Severe multi-decadal droughts during the 14" and 15™ centuries likely contributed to the decline of Mississip-
pian agricultural societies (e.g. Cobb and Butler, 2002; Cook et al., 2007). Cook et al. (2007) suggest that wide-
spread droughts at this time would likely have caused a sequence of poor harvests that would have proved
disastrous. Several Mississippian settlements were abandoned by 1450 including Cahokia, located near the
confluence of the Mississippi and Missouri rivers, and Spiro, situated in eastern Oklahoma. Evidence also sug-
gests that the late 13™ century megadrought also impacted the Cahokia region (e.g. Benson et al., 2007).

Overall the paleoclimate record suggests that Kansas has experienced droughts of far greater duration in the
past than any experienced in the 20" century. This conclusion is supported by several historic, geomorphic, and
archeological studies.
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Figure 5e. Smoothed PDSI reconstructions for northeastern Kansas. Light-gray bars indicate droughts of similar
duration to the 1930s and 1950s droughts while dark-gray bars indicate droughts of greater duration.

3.3 The Medieval Warm Period

Many of the past megadroughts documented in the paleoclimate record occurred during an era known as the
Medieval Warm Period (MWP). The occurrence of several megadroughts during the MWP is troubling as it sug-
gests that the climate system has the capacity to get ‘stuck’ in drought-inducing modes over the Great Plains
that can last several decades to a century or more (Cook et al., 2009).

The MWP has been suggested as an approximate analog for likely future warming and drought conditions (e.g.
Woodhouse et al., 2010) and thus serves as an important period to investigate. The MWP lasted from ap-
proximately 900 to 1300 AD and was characterized by significant climatic variability compared to the modern
period. This period was identified by Lamb (1965) as a period of unusual warm temperatures in northern Eu-
rope but has since been documented in proxy records from across the globe (e.g. Graham et al., 2011). Other
paleoclimate studies record a series of severe droughts across western North America (Cook et al., 2004) dur-
ing this period, extending eastward into the central Great Plains (e.g. Daniels and Knox, 2005). In addition, the
paleoclimatic data suggest a drought-regime change about 500 years ago (Fig. 7). The shift around 1500 AD to
droughts of shorter duration may coincide with the onset of cooler climatic conditions during the Little Ice Age.

14



Dust 1950s
Bowl drought

4
= 10yr Filter
@ 50yr Filter
| I I I
| H I I
1 1
; WY " m m
a0
: m | AL M
| ‘ ' i ‘I‘ i
-2 I I I
—3 I I I
-4 . : : T . :
800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000

Year

Figure 5f. Smoothed PDSI reconstructions for southeastern Kansas. Light-gray bars indicate droughts of similar
duration to the 1930s and 1950s droughts while dark-gray bars indicate droughts of greater duration.

3.4 Risk analysis

Utilizing a similar approach to a previous paleoclimate report published by the Kansas Geological Survey
(Young and Buddemeier, 2002), we can provide a quantitative analysis for assessing the risk of drought in
Kansas. The paleoclimate data indicate that for western Kansas a drought as severe as the Dust Bowl| has oc-
curred on average 3 to 4 times a century. If “3 to 4 times a century” means that there has been on average 3.5
droughts more severe than the Dust Bowl per 100 years, then there is a 3.5% chance that any given year within
a 100-year period will have such a severe drought. We can further estimate probabilities for shorter periods
using simple arithmetic. For example, there is a 35% chance of a severe drought year in any decade, a 70%
chance over a 20-year planning horizon and, in terms of probability, a 100% chance over the estimated 40-year
working lifetime of an individual farmer in western Kansas. In eastern Kansas the probabilities are lower as
droughts as severe as the Dust Bowl have only occurred about once every century.

We can do a similar analysis for drought duration. For western Kansas, decadal-length droughts have occurred
on average twice a century. Therefore, there is a 20% chance of a Dust Bowl| length drought in a given decade,
a 40% chance over a 20-year period, and an 80% chance over a 40-year period in western Kansas.
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Figure 6. Number of drought periods from 1500 to 2011 AD of similar duration to the 1930s and 1950s
droughts (i.e. lasting 10-20 years) by region.

4. Policy and Management Implications

Drought conditions have a significant impact on surface- and ground-water resources through heightened
demand and reductions in water supply. Water systems are commonly designed to handle the “drought of
record,” identified as the most severe hydrological event from the instrumental record. For the state of Kansas,
the 1950s drought (1952-57) remains the planning benchmark and is used to calculate reservoir yield through
droughts with a 2% chance of occurrence in any one year (K.A.R. 98-5-8). However, this report provides multi-
ple lines of evidence to support the conclusion that drought variability in the 20 century is just a subset of the
full range of variability that one should expect under naturally occurring climatic conditions. In other words, in
terms of the long-term record of drought variability, the 1930s and 1950s droughts are not unusual. In fact, the
paleoclimatic record indicates that droughts of greater severity and longer duration have occurred in the past.
Furthermore, it is possible that the conditions that led to past megadroughts, such as those that occurred dur-
ing the MWP, could occur in the future. Such severe drought conditions are of great concern because modern-
day agricultural and water systems may not have the resilience to survive droughts beyond the “worst case
scenario” droughts of the past 100 years (Cook et al., 2007).
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Figure 7. Synthesis of regional reconstructed PDSI data with additional paleoenvironmental proxy data from
geomorphic and archeological sources.

In terms of water-resource management, paleoclimatic data have important implications. For example, reser-
voirs are typically designed with conservation pools to specific meet water demand during drought conditions.
However, would these designs be adequate under megadrought conditions? Additionally, management of
aquifer resources must be designed to accommodate high demand during protracted droughts while sustain-
ing or extending the usable lifetime of the resource.

Woodhouse and Overpeck (1998) highlight two factors that may compound the susceptibility of the Great
Plains to future drought: 1) increased vulnerability due to land-use practices, specifically the use of irrigation
to bring marginal lands into agricultural production, and 2) the enhanced likelihood of drought due to global
warming. Furthermore, certain factors present challenges to effective water-resource management including
1) current levels of uncertainty in predicting future drought occurrence, 2) the assumption of climatic station-
arity by water-resource planners, and 3) competing management interests (e.g. Lins and Stakhiv, 1998; Hart-
mann, 2005).

Given these challenges, it would be wise to adopt a probabilistic approach to drought forecasting and planning
that incorporates the full range of drought variability indicated in the paleoclimatic record.
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Appendix: Calibration and Verification Statistics

The data used in this report were obtained from the North American Drought Atlas (Cook and Krusic, 2004).
Cook and Krusic used four statistics as measures of association between the actual and estimated PDSI in order
to test the fidelity of PDSI reconstructions.

1) Calibration R-SQuare (CRSQ). This statistic measures the percent PDSI variance explained by the tree-ring
chronologies at each grid point over the 1928-1978 calibration period, based on a regression modeling proce-
dure described in Cook et al. (1999). As defined here, CRSQ is equivalent to the “coefficient of multiple deter-
mination” found in standard statistic texts. It ranges from 0 (no calibrated variance) to 1.0 (perfect agreement
between instrumental PDSI and the tree-ring estimates). The former represents complete failure to estimate
PDSI from tree rings and the latter is not plausible if the model is not seriously over-fit.

2) Verification R-SQuare (VRSQ). This statistic measures the percent PDSI variance in common between actual
and estimated PDSI in the 1900-1927 verification period. It is calculated as the square of the Pearson correla-

tion coefficient, which is a well known measure of association between two variables. VRSQ also ranges from

0to 1.0 (VRSQ is assigned a 0 value if the correlation is negative). Roughly speaking, VRSQ>0.11 is statistically

significant at the 1-tailed 95% level using our 28-year verification period data.

3) Verification reduction of error (RE). This statistic was originally derived by Edward Lorenz as a test of me-
teorological forecast skill. Unlike CRSQ and VRSQ, RE has a theoretical range of -infinity to 1.0. Over the range
0-1.0, RE expresses the degree to which the estimates over the verification period are better than “climatol-
ogy,” i.e. the calibration period mean of the actual data. So, a positive RE means that the PDSI estimates are
better than just using the calibration period mean as a reconstruction of past PDSI behavior. A negative RE is
generally interpreted as meaning that the estimates are worse than the calibration period mean and, there-
fore, have no skill. The use of the calibration period mean as the “yardstick” for assessing reconstruction skill
makes this statistic more difficult to pass than VRSQ. However, it is also less robust, meaning that it is very
sensitive to even a few bad estimates in the verification period. Therefore, RE>0 is interpreted as evidence for
a reconstruction that contains some skill over that of climatology.

4) Verification coefficient of efficiency (CE). This statistic comes from the hydrology literature and is very
similar to the RE. It too has a theoretical range of -infinity to 1.0. The crucial difference is that the CE uses the
verification period mean of the withheld actual data as the “yardstick” for assessing the skill of the estimates.
This seemingly minor difference is important because it results in the CE being even more difficult than the RE
to pass (i.e., a CE>0).

Here we include the calibration and verification statistics for the six gridpoints utilized in this report. Note that

all data are statistically significant for the period of record with the exception of northwestern Kansas, which
fails the notoriously hard-to-pass CE test before 1500 AD. Overall the PDSI data are well calibrated and verified.
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ABSTRACT

Droughts are one of the most devastating natural hazards faced by the United States today. Severe droughts of the
twentieth century have had large impacts on economies, society, and the environment, especially in the Great Plains.
However, the instrumental record of the last 100 years contains only a limited subset of drought realizations. One
must turn to the paleoclimatic record to examine the full range of past drought variability, including the range of mag-
nitude and duration, and thus gain the improved understanding needed for society to anticipate and plan for droughts
of the future. Historical documents, tree rings, archaeological remains, lake sediment, and geomorphic data make it
clear that the droughts of the twentieth century, including those of the 1930s and 1950s, were eclipsed several times
by droughts earlier in the last 2000 years, and as recently as the late sixteenth century. In general, some droughts prior
to 1600 appear to be characterized by longer duration (i.e., multidecadal) and greater spatial extent than those of the
twentieth century. The authors’ assessment of the full range of past natural drought variability, deduced from a com-
prehensive review of the paleoclimatic literature, suggests that droughts more severe than those of the 1930s and 1950s
are likely to occur in the future, a likelihood that might be exacerbated by greenhouse warming in the next century.
Persistence conditions that lead to decadal-scale drought may be related to low-frequency variations, or base-state
shifts, in both the Pacific and Atlantic Oceans, although more research is needed to understand the mechanisms of
severe drought.

1. Introduction of other associated economic and social activities
(Riebsame et al. 1991).

Drought is one of the most damaging climate- The droughts of the 1930s, 1950s, and 1980s
related hazards to impact societies. Although drougtatused great economic and societal losses in the Great
is a naturally occurring phenomenon throughout mdaiains of the United States, a region particularly prone
parts of the world, its effects have tremendous conse-drought (Karl and Koscielny 1982; Diaz 1983; Karl
guences for the physical, economic, social, and politi983) (Fig. 1). This area shows signs of becoming in-
cal elements of our environment. Droughts impacteasingly vulnerable to drought because of factors
both surface and groundwater resources and can lsach as the increase in cultivation of marginal lands
to reductions in water supply, diminished water quand the escalated use of groundwater from the Ogallala
ity, crop failure, reduced range productivity, diminAquifer, where water withdrawal has exceeded re-
ished power generation, disturbed riparian habitatharge for many years (Glantz 1989; White and
and suspended recreation activities, as well as a Hdgimm 1987). Estimates for the return intervals for a

Great Plains drought of 1930s duration and intensity,

*NOAA Paleoclimatology Program, NGDC, Boulder, Coloradot.)a‘sed on the properties of the twentleth_century record,

*INSTAAR, University of Colorado, Boulder, Colorado. vary frpm 75 to 300_0 years (BO_Wden et al. 1981;
“Department of Geological Sciences, University of Coloradd,evjevich 1967). Estimates of this type do not pro-
Boulder, Colorado. vide a very clear understanding of how rare the severe

Corresponding author addresBr. Connie A. Woodhouse, World droughts of the twentieth century were in the context
Data Center for Paleoclimatology, NOAA/NGDC, 325 Broadwa)bf the last 2000 years, nor whether drought of even
Boulder, CO 80303. . ] .

E-mail: woodhouse@ngdc.noaa.gov greater ma‘_gn'“ﬂde is possible.

In final form 11 September 1998. Paleoclimatic data offer a way to evaluate the se-

©1998 American Meteorological Society verity, duration, and extent of twentieth-century
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2. Paleoclimatic evidence
for Great Plains
Hggead drought, a.0. 1-1900

URBAN OR BUILT-UP LAND

A variety of paleoclimatic data
sources can each be tapped to pro-
vide key insights into Great Plains

CROPLAND/PASTURENATURAL MOSAIC

IRRIGATED CROPLAND AND PASTURE

CRRELARERURANY drought. Taken together, these
SAVANNA proxy data offer a much more com-
FOREST plete picture of natural drought
WATER BODIES Var|ab|l|ty than offered by instru-
BARREN OR SPARSELY VEGETATED mental data Or any One proxy
source alone. A summary of proxy

State boundaries

paleodrought data sources and their
characteristics is given in Table 1.
A a. Seventeenth—nineteenth
‘?‘ century drought in the Great
Plains
Temperature and precipitation
SCALE 1:12500000 records, extending from 1851 to
0 100 200 300 400 50O . .
o - 1890, exist for early meteorologi-
soiuadi cal stations and forts in the Great
Plains but are quite fragmented and
patchy. Data (locations are shown
in green on map in Fig. 2) have
Fic. 1. Advanced Very High Resolution Radiometer Data (AVHRR)-derived 1-H5gen analyzed by Mock (1991),
land cover map of the Great Pl_ains (Townsh_end et al._1994). Large_ portions of this @A®d determined that no drought
used for both agriculture and livestock grazing, are highly susceptible to drought. since 1868 has been as severe as

that of the 1930s. However, due to
droughts in the context of the past two millennia (e.ghe scarcity of records, he was unable to make a full
Overpeck 1996). In this review paper, we bring t@&ssessment of a drought in 1860, which may have ex-
gether evidence of a greater range of drought varialgiteded the severity of the 1930s drought. Historical
ity than found in the instrumental record, from afccounts from newspapers and diaries provide addi-
available sources of paleoclimatic data, including higenal documentation of nineteenth-century drought
torical documents, tree rings, archaeological remaigyents. The 1860 drought was reported in Kansas
lake sediment, and geomorphic data, to evaluate tievspapers, which continued to mention the severity
representativeness of twentieth-century droughtsdhthis drought for several decades after the event
terms of those that have occurred under naturally va(Bark 1978). Less severe droughts were also reported
ing climate conditions of the past several thousaitl historical documents and early meteorological
years. The persistence of drought-causing atmosphégicords for several years around 1860, in the late
conditions is examined through a review of the cut880s, and in the early 1890s (Ludlum 1971; Brad-
rent literature on twentieth-century droughts, as wégly 1976; Bark 1978). The map in Fig. 2 shows gen-
as through an examination of whether base-state stgfta! locations of data sources and drought years
and low-frequency variation in oceanic/atmospheritocumented in historical data, while Fig. 3 (top)
systems can yield the persistence needed for gh®ws atime line of these droughts. Accounts of early
multidecadal- to century-scale droughts of the pasgplorers document periods of blowing sand (an in-
Finally, the prospects of future drought are considereglication of drought conditions) for an area extending
both in view of the full range of past natural drougtitom northern Nebraska to southern Texas (Muhs and
variability, and in terms of land use practice and httolliday 1995). These areas are shown in brown in
man greenhouse gas—induced climate change. the map in Fig. 2, along with dates of documented
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Fig. 4a (Table 2 contains the key for the
symbols in this figure). Regression-
based tree-ring reconstructions of cli-
mate tend to underestimate extreme
values, a consequence of the regression
techniques used in producing the recon-
structions. However, dry extremes are
better replicated than wet extremes, and
reconstructions of drought extent and
Historical duration are reasonably accurate. For
Instrumental example, in Fig. 5, a comparison of ob-
Records served and reconstructed mapped Palmer

1881-87 Y\ ludum1971

IEEeae sl Drought Severity Index (PDSI) (Palmer
-4 167598 1965) values for the severe drought years
N of 1934 and 1956 shows that drought
2 severity is generally about one PDSI
value lower (less severe) for the recon-
structed values than for the observed val-
ues (Cook et al. 1998). However, the
spatial extents of the droughts are well
replicated by the reconstructed values, as
are drought durations of the 1930s and
1950s events. Although the absolute
severity is not duplicated in the tree-
ring reconstructions, assessments of the
relative severity of twentieth-century

droughts compared to droughts in previ-
Fic. 2. Locations of sources of historical drought data for the Great Plagg,s centuries can still be made. The

1795—1895’. Green shaded areas r_epresent climate regions based on cluster Walant of variance in the observed
from Mock’s (1991) analysis of nineteenth-century climate records. The dates S .

(dark green) represent years in which droughts were reported in more tha ,QéJght and precipitation series ex-
region for two or more consecutive seasons. Brown areas are regions of sand plaéted by tree-ring chronologies varies,
and eolian activity, accompanied by the years (in red) in which active sand mevi¢h average values of about 55%, rang-

ment was reported (Muhs and Holliday 1995). The gray region represents thejggfiup to 67% (Table 3). These values are
eral region of early meteorological stations from which Ludlum (1971) deriv, od compared to those obtained in

drought years (in blue). Newspaper accounts are from a variety of newspapeis in . . L. .
eastern and central Kansas (Bark 1978). dendroclimatic studies in the semiarid to

arid western United States, where trees

are notably sensitive to climate. The tree-
eolian activity, and on the time line in Fig. 3. Severahg records, of course, are unable to explain all of the
periods of eolian activity were reported in many adrought or precipitation variability because tree
eas between 1840 and 1865, with other intervals in grewth is usually not solely affected by precipitation
late 1700s and early 1800s, as well as at the encdbofirought conditions (Douglass 1914, 1929).
the nineteenth century (Muhs and Holliday 1995). Many of the tree-ring reconstructions suggest that
Interestingly, although some eolian activity was réhe droughts of the 1930s and 1950s have been
ported in the 1930s and 1950s, these twentieth-cequaled or, in some regions, surpassed by droughts in
tury droughts were not severe or long enough to catlse past several centuries. This is illustrated in the
regional mobilization of dunes (Muhs and Maat 1998raphs of PDSI reconstructions from Cook et al.
Madole 1994; Muhs and Holliday 1995). (1996) and Cook et al. (1998) for grid points in east-

Numerous reconstructions of precipitation angrn Montana, central Kansas, and north-central Texas

summer drought have been generated for the Grigaftig. 6. Other studies support this finding. Stockton
Plains from tree-ring chronologies located in regiomd Meko (1983) reconstructed annual precipitation
proximal to the Great Plains, shown on the map for four regions flanking the Great Plains (centered in
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lowa, Oklahoma, eastern Wyo- Historical Records

ming, and eastern Montana) ' Lo ] of Drought
Although they found the indi- ‘ B 1976
vidual years of 1934, 1936, ‘ ‘ ‘ ‘ v
and 1939 to be among the drles 18;0 18‘20 18L10 18<‘SO 18‘80 19‘00 1‘?'20 19‘40 19‘60 19‘80 2000 X

10 of 278 years investigatec Tg%{gﬁgrﬁew“s
(1700-1977), they found sev- | ] | | | | Great Plains

eral periods of widespread pro- ' | 1 o
longed drought (3—10 years) tha - - ke
equaled or surpassed the 193( "m S
drought in intensity and dura- ; \ \ \ , | \ | l soufhwesiem U
tion: the late 1750s, early 1820s . T
early 1860s and 1890s. Period ' , ‘ ‘ ‘ ; | ' | ‘ Caiforria

of extreme drought revealed by ’ e
other dendrochronological as- ‘ ‘ ‘ ‘ | | ‘ ’ Westem U,
sessments for the west-centre | | ' 9 e
Great Plains coincide with these 1600 1650 1700 1750 1800 1850 1900 1950 2000

periods (Weakly 1965; Wedel Fic. 3. Paleoclimatic records of Great Plains and western U.S. drought (1600—present)
1986; Lawson 1970; I-a-Wsonbased on historical and tree-ring data. The pale gray horizontal bars reflect the length of the
and Stockton 1981). Stahle anderies, and the dark gray and colored bars indicate periods of drought in 3—10-yr increments.
Cleaveland’s (1988) reconstruc-Colors mark more widespread droughts that occurred over the same time period in a num-
tions of June PSDI in Texasber of records. The historical droughts are all those reported in the literature. The droughts
showed the most severe and uﬁt_acorded by tree-ring data are those listed in the literature as the most extreme (e.g., the five
ost severe 10-yr drought periods in a record). For the few reconstructions that were not

interrupted drought since 169 accompanied by specific lists of droughts, periods of drought that equaled or exceeded
was the 1950s drought, but th@yentieth-century droughts are shown.

three driest decades (with some

interspersed years of nondrought

conditions), by decreasing severity, were 1855-64, The widespread and persistent nature of some of
1950-59, and 1772-81. Another dendroclimatic stutlye severe Great Plains droughts of the past three
from the southern plains found prolonged (10 yearenturies can be compared to twentieth-century
or more) droughts in Arkansas around 1670, 176fpughts using the maps of tree-ring reconstructions
1835, 1850, and 1875 that were comparable @b gridded PDSI for the United States (Cook et al.
twentieth-century events (Stahle et al. 1985), wherekE#96; see maps of other droughts in the past three cen-
a study in the Texas—Oklahoma—Arkansas regituries at the NOAA/NESDIS Web site at http://
found the drought of the 1950s was exceeded onlyimvw.ngdc.noaa.gov/paleo/drought.html). For ex-
1860 in the last 231 years (Blasing et al. 1988), a pample, Fig. 7 shows that the prolonged drought that
ticularly noteworthy year in the historical data, asentered around 1820 appears to be at least equiva-
mentioned above. In a reconstruction of precipitatidant in extent and duration to the 1950s drought
for the corn belt of lowa and lllinois, no droughts iCook et al. 1998). The latter part of the 1750s was
the past 300 years were found to be appreciably woadgo a period of prolonged and widespread drought,
than the 1930s drought, but two were of about tkemparable to those of the twentieth century.

same magnitude (late 1880s—1890s and around 1820Multiple sources of proxy data, including tree-ring
(Blasing and Duvick 1984). Reconstructions of preeconstructions and historical records and accounts,
cipitation in lowa (1640-1982) indicated that fouwork together to confirm the occurrence of several
10-yr periods were drier than the period 1931-194tineteenth-century droughts, as shown in Fig. 6. The
and in order of decreasing dryness, these were 181820s drought is one of several that is documented in
25, 1696-1705, 1664—73, and 173544 (Cleavelath@ historical accounts of eolian activity (Muhs and
and Duvick 1992). Figure 3 summarizes the timing éfolliday 1995), as well as in tree-ring reconstructions
droughts in these dendroclimatic studies and illud-awson and Stockton 1981; Stockton and Meko
trates the regional impacts of some of these peridd#83; Blasing and Duvick 1984; Cleaveland and
of drought. Duvick 1992; Cook et al. 1998). The drought that oc-
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curred about 1860 is notable in much of the historiddiuhs and Holliday 1995)] and in drought reconstruc-
data [eolian activity, newspapers, and early meteotans for the central and northern Great Plains (Fritts
logical records (Ludlum 1971; Bark 1978; Mock 19911983; Stockton and Meko 1983), as well as in eastern
California (Hardman and Reil 1936) and throughout
the southwestern and western United States (Stockton
and Meko 1975; Meko et al. 1995). While the histori-
cal evidence of eolian activity suggests these two
nineteenth-century droughts were more severe than
twentieth-century droughts, it is not clear from the den-
drochronological records that nineteenth-century
droughts were indisputably more extreme. Rapid in-
creases in Native American and Euro-American popu-
lations as well as bison populations may have led to
severe land cover degradation and increased eolian
activity between 1820 and 1850 (West 1997). In any
case, it is clear that major multiyear Great Plains
drought has occurred naturally once or twice a century
over the last 400 years.

b. Thirteenth-to-sixteenth-century megadroughts
Prior to the seventeenth century, the availability of
high-resolution proxy data for Great Plains drought is
reduced, but useful information can still be gleaned
from a wide variety of proxy data, including data from
other areas of the western United States (Table 1). We
include these more distant records because they pro-
vide corroborative information for droughts docu-
mented in the few available Great Plains records and
allow an assessment of the extent of some of these
great droughts. Instrumental records indicate that the
major droughts impacting the Great Plains in the twen-
tieth century also affected areas of the western United
States (see Fig. 5); thus we feel that our use of proxy
data from the western United States to support evi-
dence of drought in the Great Plains is justified. There
are few tree-ring chronologies for the Great Plains that
extend prior to the 1600s, but there are long chronolo-
gies for other areas in the western United States that
reflect spatially extensive droughts. Other proxy data
with a coarser temporal resolution or less accurate tem-
poral control than tree-ring data include those from
lake sediment, alluvial, eolian, and archaeological

Fic. 4. (a) Locations of drought-sensitive tree-ring chronologies and reconstructions of precipitation or drought in therGreat Pla
Numbered dots are locations of Cook et al.’s (1996) gridded PDSI reconstructions. The key for lettered symbols is inafiahitzaP. S
relationships (explained variance) between observed and reconstructed series of tree-ring chronologies are listed byoauthor and
grid number in Table 3. Note that while reconstructions are for regions within the Great Plains, the reconstructionstacsfigenera
trees located in areas flanking the Great Plains reconstructions (the exception is Weakly’s southwestern Nebraska chreaology).
growth reflects large-scale climate variations, and thus trees proximal to the Great Plains have been used successfillydb reco
climate variations in this region. (b) Locations of many of the paleoclimatic records documenting drought in the GreadPlains a
western United States for the periad. 1-1600. The key for lettered symbols is in Table 2.
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OBSERVED RECONSTRUCTED FROM TREE RINGS

Palmer Drought Severity Index

~p—d—2 I 2 & B

Fic. 5. Comparison of observed and tree-ring reconstructed PDSI values for two of the most extreme drought years in the twenti-
eth century, 1934 and 1956. Although the severity of these droughts is not fully captured by the tree-ring reconstrustaors, the
structions duplicate the spatial extent and duration (see Fig. 6) of these droughts. Images are from the NOAA/NESDISé&¥eb site (
text) (Karl et al. 1990; Guttman 1991; Cook et al. 1996).

sources. These data provide evidence to support tfidwentieth-century droughts. The most recent of
droughts documented in the few available extralotigese “megadroughts” occurred throughout the west-
Great Plains tree-ring records, as well as for the pn United States in the second part of the sixteenth
riod prior to that covered by tree-ring reconstructionsentury. The dendrochronological records that reflect
Locations of these proxy records are shown in Fig. #s drought and their locations are indicated in Figs. 8
and described in Table 2. Thus, although the ragiine line) and 9a (map, key in Table 2). This drought
decline in the number of annually resolved drougls indicated in a southwestern Nebraska chronology
records prior to about 1600 makes it difficult to resol@Veakly 1965) as well as in a reconstruction of Ar-
interannual variations in drought frequency and makansas drought (Stahle et al. 1985). Weakly (Wedel
nitude, paleoclimatic records can provide key co986) notes two periods of what he terms “very se-
straints on the full range of natural decadal teere” drought, from 1539 to 1564 and from 1587 to
interdecadal drought variability. 1605. Stahle et al. (1985) suggest that the period 1549—
During the thirteenth to sixteenth centuries, the® was likely the worst drought in Arkansas in the past
is evidence for two major droughts that likely signifi450 years. Other tree-ring reconstructions for the
cantly exceeded the severity, length, and spatial exterdader western United States reflect this drought,
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TasLE 2. Key for map symbols in Figs. 4a, 4b, 9a, and 9b.

Map Proxy data Proxy
letter Reference source variable Location
A Stockton and Meko (1983) Tree rings Precipitation Four regions flanking Great Plains
B Weakly (1965) Tree rings Precipitation Southwest NE
C Fritts (1983) Tree rings Precipitation Central plains
D Cleaveland and Duvick (1992) Tree rings Drought 1A
E Blasing and Duvick (1984) Tree rings Precipitation Western corn belt
F Stahle et al. (1985) Tree rings Drought AR
G Stahle and Cleaveland (1988) Tree rings Drought North and south TX
H Hardman and Reil (1936) Tree rings Flow Truckee River, CA
I Haston and Michaelsen (1997) Tree rings Precipitation South CA
J Hughes and Graumlich (1996) Tree rings Precipitation White Mts./south Great Basin
K Hughes and Brown (1992) Tree rings Drought Central CA
L Stockton and Jacoby (1976), Tree rings Flow, Colorado River, AZ, NM, CO, UT
Meko et al. 1995 precipitation
M D’Arrigo and Jacoby (1991, 1992) Tree rings Precipitation Northwest NM
N Grissino-Mayer (1996) Tree rings Precipitation Northwest NM
(@) see Dean (1994) Tree rings Precipitation South CO Plateau
P Euler et al. (1979), Dean et al. (1985), Archaeological Drought Four Corners area
Peterson (1994) remains
Q Lehmer (1970), Wendland (1978) Ar_chaeological Drought Missouri Valley
remains
R Fritz et al. (1991) Lake sediments Salinity Devil's Lake, ND
S Laird et al. (1996), Laird et al. (1998) Lake sediments Salinity Moon Lake, ND
T Dean et al. (1994), Dean (1997) Lake sediments Aridity Elk Lake, western MN
U Muhs and Holliday (1995) and others Eolian sediments Drought Western Great Plains
\% Brice (1966), May (1989), Fluvial sediments Xeric Southwest NE,
Martin (1992) conditions north KS
w Stine (1994) Flooded stumps Lake levels Sierra Nevada, CA
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including a number of reconstructions from the Folate 1500s. The reconstruction of Colorado River flow

Corners region (the junction of Arizona, New Mexicdpr 1520-1961 shows the period 1579-98 to reflect the
Utah, and Colorado) (Rose et al. 1982; D’Arrigo arldngest and most severe drought in this record (Stock-
Jacoby 1991, 1992; Grissino-Mayer 1996). In theion and Jacoby 1976; Meko et al. 1995). In the White
1000-yr-long reconstruction of winter precipitatioMMountains of eastern California, precipitation recon-

D’Arrigo and Jacoby (1991, 1992) found the 195Gdructed from bristlecone pine shows a moderate
drought was surpassed only by a 22-yr drought in theought in the late sixteenth century (Hughes and

TasLE 3. Variance in observed precipitation and drought series explafed gharedr( by tree-ring chronologies.

Variance explained ()

Study Region Variable* Years or shared (r)**
Weakly (1965) Western NE Annual precipitation at 1210-1965 r =0.63 (ring widths)
North Platte r =0.75 (ring area)
Fritts (1983) Central Great Plains Annual regional 1600-1963 0.20< 0.40
precipitation
Stockton and Eastern MT Annual regional 1700-1977  r?,=0.52
Meko (1983) Eastern WY precipitation rzadj: 0.54
IA r?,q= 0.44
OK r?,4= 0.40
Blasing and IA, IL Annual regional 1680-1980 rz2 =0.62
Duvick (1984) precipitation
Stahle et al. (1985) AK June PDSI 1531-1980 rzadj: 0.40
Stahle and North TX June PDSI 1698-1980  r? ,=0.59
Cleaveland (1988) South TX r?,q= 0.60
Cleaveland and IA July PDHI 1640-1982 r?.q= 0.67
Duvick (1992)
Cook et al. (1996) United States Summer PDSI 1700-1979
(Great Plains gridpoint
results reported here;
see Fig. 5a for
locations)
Grid points
34, 35, 47 r’= 0.60
6,7, 10, 11, 19, 24, 25, 29, 33, 056< 20.60
39, 40, 42, 43, 44, 46, 48
1, 2, 3, 14, 15, 18, 20, 22, 23, 04@ < 0.60
26, 27, 28, 30, 32, 36, 38, 41
8,9, 12,13, 16, 17, 21, 31, 37, 45 036 < 0.40
4,5 r2<0.30

*PDSI: Palmer Drought Severity Index; PHDI: Palmer Hydrological Drought Index (Palmer 1965),
**The use ofr2 or rzadj depends on how results were reported in specified studies.
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: while Stokes and Swinehart (1997) docu-
4 3 o T T N P I (1| GO ment an optically dated period of eolian
A MUIVA N Tt ]l : Mo activity in the Nebraska Sand Hills that

PDSI

also coincides with the late sixteenth-

AL R Y I | century drought. Eolian activity is prima-
e B R ly due to drought severe enough to

< | : : :
Tttt —
1700 1720 1740 1760 1780 1800 1820 1840 1860 1880 1900 1920 1940 1960 1980

;Cen“rrol Kansas N
A Al Ay .r\/\/\n/\[\\ bl b

Ll Wy AVRRRLN Y
T

I remove vegetation (Muhs and Holliday
MM/\ /M M 1995), and the late 1500s drought was
| V;V | \/JWW( likely severe and long enough to have
V W § cleared sand deposits of live vegetation.
| i

PDSI

‘ The other megadrought of the thir-
b teenth to sixteenth centuries occurred in

1920 1940 1960 1980

. P I I I B ol |
700 1720 1740 1760 1780 1800 1820 1840 1860 1880 1900

the last quarter of the thirteenth century.
The time line in Fig. 8 shows the tree-
ring records that reflect this drought,
while Fig. 10 shows the proxy records
that reflect this drought in a coarser tem-
poral context (locations of the proxy
records are shown in Fig. 9b, key in
Table 2). Most of the proxy records
mentioned for the sixteenth-century

7,North CenTroI Texos

6
4
2
0
2
4
6 -
8
1
8
6
4
2

PDSI

year
Drought from historical instrumental records, Ludium (1971)

Pentads of below average precipitation from historical instrumental records,

Rocky Mountain region, Bradley (1976) drought that extend back to the thirteenth
| Newspaper accounts of drought, Bark (1978) century also record this severe multi-
Seasons or years of drought in >1 Great Plains regions, Mock (1991) decadal drought, including tree-ring
I Travelers' accounts of eolian activity compiled by chronologies and/or reconstructions
Muhs and Holiday (1995) for southwestern Nebraska (Weakly

Fic. 6. Palmer Drought Severity Index records (1700-1979) for eastern M$9-65)' northern New Mexico (Grissino-
tana (grid point 7 in Fig. 4a) (top), central Kansas (grid point 27) (middle), Mayer 1996), the Four Corners area
north-central Texas (grid point 42) (bottom), as reconstructed using tree-ring §Rase et al. 1982), and the White Moun-
[Cook et al. 1996; see also the NOAA/NESDIS Web site (see text)]. Also shagiins (Hughes and Graumlich 1996).
are the o_bsgrved PDSI values for grid po_ints _(Iight gray lines). The colored V‘Wiéakly (1965) reported a 38-yr drought
cal bars indicate years of drought from historical accounts. from 1276 to 1313 in his southwestern

Nebraska tree-ring chronology, the
Graumlich 1996). A flow reconstruction for thdongest drought in the past 750 years. Other less finely
Truckee River in eastern California reflects thisesolved proxy data also testify to the occurrence of
sixteenth-century drought (Hardman and Reil 193@his drought, which in some areas appears to have ri-
as do reconstructions of precipitation for northern andled or exceeded even the sixteenth-century drought
southern regions of California west of the Sierra Nand was almost certainly of much greater intensity and
vada (Haston and Michaelsen 1997). Additionallguration than any drought of the twentieth century.
reconstructions of western U.S. regional precipitatidtecent analysis of eolian sediments in the Nebraska
indicate a drought beginning in the southwest arouBand Hills suggests an onset of eolian activity begin-
1565 and spreading to the entire western United Statesy within the past 809C years (Muhs et al. 1997).
by 1585 (Fritts 1965), corresponding to drought evi period of drought at this time is documented in the
dence in both lake sediment data from western Mivarve record of western Minnesota (Dean et al. 1994).
nesota (Dean et al. 1994) and scarcity of old, livilgrchaeological data from the Great Plains and Four
conifers established before about 1600 in the sou@erners areas also provide documentation of this
west (Swetnam and Betancourt 1998). Recent anadyeught (Bryson et al. 1970; Lehmer 1970; Wendland
sis of eolian sedimentation dates in the Wray dut®78; Euler et al. 1979; Dean et al. 1985; Dean 1994;
field of eastern Colorado by Muhs et al. (1997) esfreterson 1994). In the Southwest this drought, some-
mate the most recent period of eolian activity to hatimes referred to as the “Great Drought,” coincided
occurred in the past ~400 yedf€(yr before present), with the abandonment of Anasazi settlements, redis-
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Fic. 7. Comparison of duration and extent of two severe droughts, the 1950s drought (top) and the drought centered on 1820 (bot-
tom), both reconstructed from tree-ring chronologies (Cook et al. 1996; Cook et al. 1998).

tribution of populations, and widespread societal rsistent drought in the Southwest in the past 1000—-2000
organization (Douglass 1935; Dean 1994). This pgears, whereas the thirteenth-century drought was the
riod of drought is also reflected in unprecedentediyost persistent and severe drought in the California
low lake levels as reconstructed through the datingrabuntain ranges and, likely, the Great Plains (Weakly
tree stumps rooted in what are today bottoms of sé\865). It is more difficult to evaluatke spatial extent
eral streams and lakes in the Sierra Nevada of eastirthe two major paleodroughts. At a nmmmim, both
California (Stine 1994). droughts appear to have impacted the Great Plains,
Several tree-ring reconstructions allow a tempor8buthwest, southern and western Great Basin, and
evaluation of the thirteenth and sixteenth-century meggierra Nevada (Figs. 9a,b). A survey of other tree-ring
droughts relative to more recent droughts (Dean 19@#ronologies for the northwestern Great Basin and
Grissino-Mayer 1996; Hughes and Graumlich 1996)ortheastern Utah (from the International Tree-Ring
Of the reconstructions that reflect both sixteenth- abata Base, World Data Center-A, Paleoclimatology,
thirteenth-century droughts, the sixteenth-centuBoulder, Colorado) shows marked periods of low
drought appears to have been the most severe and gewth in the latter part of the thirteenth century in
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Tree-Ring Records to assess droughts of this period in
of Drought the same way as morecent
‘ Great Plains
droughts. Many of the proxy
records that exist for this period
Stockton & Jacoby (1976), Meko et al. (1995) eXtend baCk Several mlllennla Or
oo e L1 more. Because of their great
length, even proxy records with
P, annual res_olutlon are typl_cally
Fones and Groumih 1994 ana-lyzed in terms of multidec-
iaston and Michaelsen (1997) . .
adal- to century-scale variations.
e Consequently, our assessment of
‘ ‘ AP
1200 1250 1300 1350 1400 1450 1500 1550 1600 drought Wlthln th|S time frame

o _ _ focuses on low-frequency (de-
Fic. 8. Paleoclimatic records of Great Plains and western U.S. drought (thirteenth iﬁﬂ'

tury through the sixteenth century) based on tree-ring data. As in Fig. 3, the pale gray or|-e to centur_y scale) drought
zontal bars reflect the length of the series, and the dark gray and colored bars indicate p\éﬂgé’sblhty relative to the twen-
of drought. Yellow bars mark records that reflect the late fifteenth-century drought, wHth century. However, even
orange bars mark records that reflect the late thirteenth-century drought. given this low-frequency per-

spective, proxy records suggest
that droughts of the periach. 1—
1200 occurred on a scale that
has not been duplicated since
Europeans came to the Great
Plains.

At least four periods of wide-
spreaddrought between.n. 1
and 1200 are found in a variety
of proxy data from the Great
Plains and the western United
States as illustrated in Fig. 10.
Of these four, the most recent is
the least well documented. A

Fic. 9. (a) Location of paleoclimatic records that document the late sixteenth-cenliijited number of proxy records
drought. Proxy data reflect the widespread nature of this drought, which was espegaltygest that a drought began
notable in the Southwest but also detected in records from areas ranging from the Rg#iind mids.o. 1100, although
eastern and southeastern Great Plains to the California coast. Most proxy records in Ci%t

tha
iR

Stahle et al. (1985)

Southwestern U.S.

California/Gt. Basin

Western U.S.

16th Century
Drought

13th Century
Drought

(@) b)

(SRTrye .
the duration of this drought was close to 20 yr. (b) Location of paleoclimatic records difficult to Separe}te this
document the late thirteenth-century drought. Fewer proxy records are available fo é"ght from the .Iate thirteenth-
drought, but most that do exist for this period reflect drought that was at least 25 @€Rtury drought in some of the
duration and that appears to have ranged from the northern Great Plains, through the Sasth-finely resolved records.
west, and to the southern end of the Sierra Nevada. The key for the lettered symbolq"ﬁi@drought is suggested in the
Table 2. Southwestern archaeological

data as a forerunner to the more
severe late 1200s drought (Euler
these areas as well. For comparison, severe drought edral. 1979; Dean et al. 1985) and is also documented
ditions in 1934 (see Fig. 5) also covered most of theseWhite Mountains and Four Corners tree-ring
areas, but the 1934 conditions were part of a drougétords (LaMarche 1974; Rose et al. 1982), in a pre-
that lasted only several years, as opposed to decdammary Colorado Front Range tree-ring chronology
(Karl et al. 1990; Guttman 1991; Cook et al. 1996)(P. Brown 1997, personal communication), and in
western Minnesota lake sediments (Dean et al. 1994;
c. Evidence for drought,p. 1-1200 Dean 1997). Archeological and pollen data have also
The temporal resolution and interpretation of mobeen cited as evidence for an onset of markedly drier
proxy data for the perioglp. 1-1200 make it difficult conditions in the northern Great Plains about this time
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(Lehmer 1970; Wendland 1978). | \ \ \ \ [ ] \ \ \ Tree Rings

Hughes and Brown (1992), CA

and in northwestern lowa after e
. . Hughes & Graumiich (1996), CA
abouta.p. 1100 and intensify- ) ‘ , ‘ ; l : ‘

Lake Levels
Stine (1994), CA

ing by A.0. 1200 (Bryson and
Murray 1977). The next major

Lake Sediments

Fiitz et al. (1991), salinity, ND

drought is characterized prima- Sl el
rily by anonset of eolianactiv- | | | | | | | | | | | AchoeologicalSiudes
ity in the western Great Plains. Eelr 10 197 oo 15 1989, CO oo

. e . \ \ \ \ \ \ \ \ \ \
Itis difficult to determine the €x- a1 200 40 e 80 1000 1200 1400 1600 1800 2000

actdate Obn.set’ but activity be- Fic. 10. Paleoclimatic records of Great Plains and western U.S. century-scale drought,
gan sometime afteranp. 950 A.D. 1-present, as recorded in a variety of paleoclimatic data. The pale gray horizontal bars
(Forman et al. 1992; Formanvefiect the length of the series, and the dark gray indicate periods of drought. Orange verti-
et al. 1995; Madole 1994, 1995gal bars represent multidecadal droughts that appear to have been widespread.

Muhs et al. 1996). Other proxy
data that help confirm this pe-
riod of drought are those from North Dakota lake segtierioda.p. 699—-823 had the highest drought frequency
ments (Laird et al. 1996; Laird et al. 1998) and alluviad the past 2000 years (Hughes and Brown 1992).
sediment records from western Nebraska and KanBasught appears to have occurred in the White Moun-
(Brice 1966; May 1989; Martin 1992). Although ther&ains about this time as well (Hughes and Graumlich
is dendroclimatic and lake-level evidence of drough®96). The onset of the earliest of these four droughts
in the Sierra Nevada and White Mountains betweencurred about the middle of the third century and ap-
~A.D. 900 and 1100, (LaMarche 1974; Stine 199¢gars to have lasted up to three centuries. A dendro-
Hughes and Graumlich 1996), there is no evidenceatifnatic reconstruction of precipitation for northern
an onset of drought conditions occurring in the SoutNew Mexico (Grissino-Mayer 1996) shows this to be
west at this time. a period of consistently average to below-average pre-
The third major drought episode of the. 1-1200 cipitation until abouh.p. 500. Drought-sensitive gi-

period occurred roughly betweem. 700 and 900. In ant sequoia in central California suggest that the
archaeological evidence in the Four Corners argerioda.p. 236—377 was one of the three periods with
A.D. 750 was the starting date for a drought that lastidx highest frequency of drought within the past two
several centuries (Euler et al. 1979; Dean et al. 198&ijlennia (Hughes and Brown 1992). During the
Peterson 1994), and a tree-ring reconstruction absely corresponding periaglp. 200-370, more fre-
drought for New Mexico also reflects this droughjuent drought conditions were indicated by high lake
(Grissino-Mayer 1996). Drought is recorded in wessalinity in North Dakota lake sediments (Laird et al.
ern Minnesota lake varves at this time (Dean et 4B96; Laird et al. 1998). Archaeological remains in
1994; Dean 1997) while North
Dakota lake sediments indicate
drought conditions typified the' _ .1
perioda.p. 700-850 (Fig. 11;
Laird et al. 1996; Laird et al.
1998). In another more coarsely
resolved record of lake sedi- & 20-ppy
ments in North Dakota, hlgh 1 W M m a0 X0 @0 0 0 90 1000 N0 120 0 40 0 @ 70 10 1900
salinity conditions are indicated year, AD.
to have begun about this time k¢ 11 North Dakota Moon Lake salinity record, here spanningl—1980 (Laird et al.
and continued through the fif-1996). Deviations from the mean (based on past 2300 yr) log salinity values are shown with
teenth century, a period containnegative values indicating low salinity and wet conditions and positive values indicating
ing the droughts of the tenth,high s_alinity and dry conditions. Note the shift in salinity.values ar@\LmdlZOQ, likely
twelfth. and late thirteenth reflectlng achangein dro_u.ght regime from more frequent, intense droughts prmo&@O

L . to relatively wetter conditions in the last 750 yr. The average temporal resolution of the
centuries (Fritz et al. 1991). Inchronology is about one sample per five years, with an estimated error in the absolute chro-

the central California droughtnology of+50-60 yr. The 92-yr gap in the data from 1618 to 1710 is due to desiccation in
record from giant sequoia, thenhis section of the core.

deviation from
mean log salinity
o
|

1.0 4
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the Four Corners (Euler et al. 1979; Dean et al. 19&88)aluated in the context of the previous 2000 years.
indicate drought conditions fromp. 250 to 400. Dendroclimatic evidence suggests that many droughts
prior to the late thirteenth-century drought were at least
decades in duration. In contrast, the droughts since the
3. The paleoclimatic perspective: A thirteenth-century event apparently have tended to be
summary a decade or less in duration, with the exception of the
late sixteenth-century multidecadal drought in the
Paleoclimatic data provide evidence that twentietBouthwest. The North Dakota lake sediment record
century droughts are not representative of the fallong with these tree-ring records from the Southwest,
range of drought variability that has occurred over tiige Great Basin, and the White Mountains suggest that
last 2000 years. The collection of dendroclimatic re-drought regime shift may have occurred not only in
constructions for the Great Plains region suggests ttregt Great Plains, but over much of the western United
the severe droughts of the twentieth century, althougtates as well. The evidence for a drought regime shift
certainly major in terms of their societal and economézound 700 years ago is intriguing, but more investi-
impacts, are by no means unprecedented in the ggions incorporating millennium-length records of
four centuries. Moreover, when all proxy data, includhighly resolved, precisely dated paleoclimatic data are
ing historical accounts of eolian activity, are considieeded to confirm and understand the full nature and
ered, it is likely that droughts of a magnitude at leasttent of this event.
equal to those of the 1930s and 1950s have occurredAn assessment of the available proxy data suggests
with some regularity over the past 400 years. A lodkat droughts of the twentieth century have been char-
farther back in time reveals evidence that ttecterized by moderate severity and comparatively
multidecadal drought events of the late thirteengmort duration, relative to the full range of past drought
and/or sixteenth centuries were of a much greater dasiability. This indicates the possibility that future
ration and severity than twentieth-century droughtdroughts may be of a much greater severity and dura-
Interestingly, in the interval between these two bigpn than what we have yet experienced. It is impera-
droughts, there is little evidence of severe and/or widese to understand what caused the great droughts of
spread drought. the past 2000 years and if similar droughts are likely
Laird et al. (1996) and Laird et al. (1998) suggesi occur in the future.
that their North Dakota lake sediment data reflect a
drought regime shift occurring aroung. 1200, with
droughts prior to this time characterized by mudh. The causes of Great Plains drought
greater intensity and frequency (Fig. 11). Although the
type of proxy data that extend back several thousandAn inquiry into the mechanisms behind Great
years tend to have a decadal- to century-scale temBtains drought begins with an examination of precipi-
ral resolution and dating accuracy that confounds cldation climatology and the atmospheric conditions as-
comparisons, the few annually resolved paleoclimagociated with twentieth-century drought. The semiarid
records that do exist for this period provide some et subhumid climate of the Great Plains is influenced
dence for longer periods of drought or periods of moog several different air masses, each with spatially and
frequent drought prior to the thirteenth centurgeasonally varying impacts on the region: dry west-
(LaMarche 1974; Dean 1994; Grissino-Mayer 1996rly flow of air from the Pacific; the cold, dry arctic
Hughes and Graumlich 1996). Several tree-riregr masses from the north; and the warm, moist tropi-
records and reconstructions for the Southwest and tia¢ air masses from the south (Bryson 1966; Bryson
White Mountains/Great Basin region support the idead Hare 1974). The polar jet stream brings Pacific
of a major drought regime shift after the late thirteenttmoisture to the area in the cool season, but the region
century drought. The timing is somewhat later thasgenerally quite dry in winter (Doesken and Stanton
suggested by Laird et al. (1996) and Laird et al. (1998892). In summer, although the central Great Plains
but the difference may be due to the greater precisisrunder the drying influence of a strong subtropical
in dendrochronological dating compared to radiocaielge, moisture is drawn into the area from the Gulf
bon dating. For the most part, these longer recomfdMexico by the Great Plains nocturnal low-level jet
have been analyzed in terms of low-frequency vari@-LJ). The LLJ is a synoptic-scale feature associated
tions, but twentieth-century variations can still b&ith convective storm activity and represents the in-
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trusion of the Atlantic anticyclonic subtropical gyrelifferent regions. The position of the semipermanent
(associated with the Bermuda high) into the interioidge of high pressure appears to be particularly im-
United States (Tang and Reiter 1984; Helfand apdrtant. At times when the ridge is displaced east of
Schubert 1995; Higgins et al. 1997). Another sourds usual position over the west-central United States,
of summer precipitation is mesoscale convective cofaulf of Mexico moisture is unable to penetrate into
plexes (MCCs), which can contribute between 30fte central United States (Oglesby 1991), but there
and 70% of the total warm season precipitation ovappear to be varying degrees of displacement. The
much of the Great Plains (Fritsch et al. 1986). Le$850s drought was most severe in the southern Great
consistently, synoptic-scale upper-level disturbancBfains, suggesting a complete failure of Gulf of
also contribute summertime moisture (Helfand arMexico moisture to enter the central United States
Schubert 1995; Mock 1996). In spring, the mixing ¢Borchert 1971). In contrast, the 1988 drought was
cold air masses from the Arctic with warm, moist acharacterized by an inverted U shape, in which
tropical masses from the Gulf of Mexico causes an idrought was largely restricted to the northern Plains
crease in precipitation (Bryson 1966). During this seas well as the west coast and southeastern United
son, meridional troughs and cutoff lows in midlatitud8tates, while Gulf moisture was able to find a way into
frontal systems draw moisture from the Gulf afhe south-central United States (Oglesby 1991)
Mexico into the western Great Plains (Hirschboedkig. 12). Once a drought-inducing circulation pattern
1991). Fall is a relatively dry season as Pacific air dons-set up, dry conditions can be perpetuated or ampli-
nates most of the region (Bryson 1966; Mock 1996)ed by persistent recurrent subsidence leading to heat
Drought in the Great Plains can occur during anyaves, clear skies, and soil moisture deficits (Charney
season, but since late spring and summer are the 4€&5; Namias 1983; Oglesby and Erickson 1989).
sons when most of the precipi-
tation falls, these are the mos’
important drought seasons. Ir
general, Great Plains drought i
characterized by a semiperma
nent mid- to upper-tropospheric
anticyclone over the plains,
sustained by anticyclones in
both the eastern central Pacific
and eastern central Atlantic anc
accompanied by intervening
troughs (Namias 1955, 1983)
that can persist throughout the
summer. Under this configura-
tion, the jet stream is diverted tc
the north and the plains anticy-
clone blocks moisture from the
Gulf (Borchert 1950). The Great
Plains region is commonly not
homogeneous with respect tc
drought because of the spatially
variable influence of the circu-
lation features related to sea
sonal precipitation (Karl and  Fe. 12. Spatial distribution of observed PDSI values for three severe twentieth-century
Koscielny 1982). Figure 12 illus- drought years (1988, 1956, 1934) (left) and time series of observed PDSI for three grid points
trates this by showing the spatia1“ the Great Plains, 1900-94 (right). Gray vertical bars in the time series mark the drought
distribution of PDSI values for Y&&'s mapped. This set of maps shows that although PDSI values are low for all three grid
. . points in 1934, in 1956 drought was more severe in the central and southern Great Plains,
three different tWermeth'Centurywherez':1s in 1988, drought is only reflected in the Montana time series, and on the map, across

_drOUth years and_ accompanythe northern Great Plains [Karl et al. 1990; Guttman 1991; Cook et al. 1996; see also the
ing PDSI time series for threeNOAA/NESDIS Web site (URL given in text)].
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What sets up these drought-producing atmosphesicPacific moisture into the Great Plains, they appar-
circulation patterns, and what drives the variability thantly cause changes in circulation patterns, which, in
leads to the spatial distribution of drought in the Gretatrn, influence the transport of Gulf of Mexico mois-
Plains? There is strong evidence that the state of thee into the region and the position of the jet stream
oceans, both Pacific and Atlantic, can lead to droudfiing and Wang 1997). The position of the jet is as-
conditions in the Great Plains, directly or indirectlysociated with the locations of surface fronts and cy-
by inducing perturbations in patterns of atmospheiitogenesis (Barry and Chorley 1987).
circulation and the transport of moisture (Trenberth Persistence of drought-producing conditions is a
et al. 1988; Palmer and Branko%®89; Trenberth and key feature of drought (Namias 1983). The causes of
Guillemot 1996; Ting and Wang 1997). The positiopersistent drought-producing conditions on the
of the ridge of high pressure over the plains has baamescales of months to a season are fairly well un-
found to be associated with the strength and positiderstood, but the causes of droughts with durations of
of the surface Bermuda high (also called the Atlanyears (e.g., 1930s) to decades or centuries (i.e.,
subtropical high) over the Atlantic, which is alspaleodroughts) are not well understood. Twentieth-
linked to the strength of the LLJ (Helfand and Schuber¢ntury droughts have occurred on subdecadal
1995). When this Bermuda high is in a position fatimescales and persistence related to these droughts
ther east and north than normal, moist air flows arouhds been attributed to anomalous circulation patterns
the high and into the eastern coast, while the Greapported by low soil moisture, strong surface heat-
Plains remains dry. In its usual position, farther soduitiy, and large-scale subsidence (Namias 1983). These
and west, the moist Gulf of Mexico air moves arourgynoptic-scale to mesoscale patterns are also main-
the high and into the central United States (Formgained by variability in modes of seasonally related
et al. 1995). The position of this high is likely relatelarge-scale atmospheric circulation (Diaz 1986;
to sea surface temperatures (SSTs) in the GulfRBdrnston and Livezey 1987; Diaz 1991).

Mexico (Oglesby 1991). A principal difference between major droughts of

Conditions in the Pacific also influence Greahe twentieth century and major droughts of the more
Plains drought-associated circulation patterns. distant past is the duration, which is on the order of
number of studies have linked conditions in both tseasons to years compared to decades to centuries.
equatorial Pacific [El Nifio—Southern OscillatiotWhat caused persistence of drought conditions on
(ENSO)-related conditions] and the northern Pacifibese timescales? A number of mechanisms may be
to spring and summer precipitation variability in thafluencing persistence on decadal timescales. One
Great Plains (Trenberth et al. 1988; Kiladis and Digmssible cause of long-term persistence may be related
1989; Palmer and Brankovi989; Bunkers et al. to persistent anomalous boundary conditions influ-
1996; Phillips et al. 1996; Ting and Wang 1997). SS&aced by low-frequency variations in the thermal char-
in the equatorial Pacific appear to have more influenaeteristics of oceans (Namias 1983). There is evidence
on summer drought conditions in the northern Greliiat variations in large-scale patterns of atmospheric
Plains, whereas northern Pacific SSTs are marieculation and atmosphere—ocean interactions that
closely linked to conditions in the central and soutimpact regional precipitation occur on the order of
ern Great Plains (Ting and Wang 1997). The twiecades to centuries. A recent example of decadal-
modes of SST (i.e., the patterns of covariance betwesgale variation is the change in conditions in the North
SST and precipitation in the two regions) operate iRacific atmosphere and ocean beginning in the mid-
dependently for the most part and can compound®70s, which impacted climate conditions across the
cancel out one another’s impacts on precipitation nited States (Miller et al. 1994; Trenberth and
the Great Plains. For instance, in 1988, SSTs frdturrell 1994). In the Atlantic Ocean, decadal-scale
both areas contributed to drought conditions, wheraasiations in the Northern Atlantic oscillation (NAO)
in 1987, modes were in opposition, and precipitatidrave been detected and linked to climatic conditions
was near normal throughout the Great Plains. Thein-Europe and the Mediterranean (Hurrell 1995).
terplay between conditions in the tropical and nort®ther less well investigated twentieth-century decadal
ern Pacific have been linked to decadal-scale PDslifts in atmospheric circulation patterns have been
variability in areas of the United States that includsharacterized by changes in zonal versus meridional
the Great Plains (Cole and Cook 1998). Althougtirculation over North America (Dzerdzeevskii 1969;
Pacific SSTs are not directly linked to the transpd@ranger 1984). Another possibly important source of
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decadal-scale precipitation variability is the ~20 ¥1995) suggested that dune reactivation about 1000
solar—lunar cycle. This cycle has been investigated f@ars before present was due to a small easterly shift
years by many researchers (e.g., Mitchell et al. 197@;the Bermuda high from its usual position in com-
Stockton et al. 1983; Currie 1981, 1984a,b; Cook et hination with a slight eastward shift of a western-cen-
1997) and is a feature that is increasingly being disal U.S. ridge aloft, a set of conditions that leads to
cussed as a control on drought occurrence in the welstught today. There are several sources of proxy data
ern United States, although the physical link betweanthe North Atlantic Ocean that suggest low-fre-
these cycles, atmospheric circulation, and solar—lurmprency changes in the conditions of this ocean have
variability has not yet been determined. A number otcurred. A 1300-yr-long record of changes in the East
proxy records reflect oscillations at the wavelength Greenland Current from sediment cores on the coast
these cycles, including tree-ring width chronologiaesf eastern Greenland shows a cold interval beginning
for the western United States (Cook et al. 1997), saounda.p. 1270 and peaking around 1370 (Jennings
linity in North Dakota lake sediments (Laird et aland Weiner 1996), which roughly coincides with the
1998), and varve thickness records in western Miwestern U.S. drought of the late thirteenth century.
nesota (Anderson 1992). However, another cold period in this North Atlantic
At longer timescales, low-frequency variability imecord spanned the mid—sixteenth century to the early
ocean SSTs and ocean—atmosphere interactions fwentieth century, a period not notable for drought in
likely source of persistent Great Plains drought cotiie Great Plains (in fact, the early part of this period
ditions in the past. Research has shown changes infas characterized by a lack of drought). In the Sar-
conditions in oceans, such as occurred recently in thesso Sea, century-scale variations in SSTs are re-
North Pacific Ocean, are manifested in long-term cfiected in &%0 changes in planktonic foraminifera
mate and proxy records that suggest low-frequenitgm marine sediments (Keigwin 1996). Temperatures
variations have occurred in both Pacific and Atlantigelded from this record indicate oscillations from a
Oceans (e.g., Michaelsen 1989; Duplessey et al. 1982nimum ina.n. 250—450, to a maximum #p. 950—
Rasmussen et al. 1995; Jennings and Weiner 199650, to another minimum in.p. 1500-1650. All
Keigwin 1996). Tree-ring chronologies from théhree of these periods correspond to periods of Great
southwestern United States that are sensitive to vaféains drought. Although periods of major Great Plains
tions in ENSO reveal a tendency toward lowdrought appear to correspond to extremes in the SST
frequency variations in ENSO events on century scatesord of either sign, perhaps an Atlantic—drought link
(Michaelsen 1989). It is known that ENSO events aigerelated to periods of anomalous conditions or peri-
linked to precipitation in the Great Plains on an eveadls of significant change in SST. It is also likely that
basis (Trenberth et al. 1988; Kiladis and Diaz 198#he effects of anomalous conditions in the Atlantic on
Palmer and BrankoVit989; Bunkers et al. 1996;Great Plains drought may interact with the impacts of
Phillips et al. 1996; Ting and Wang 1997), ancbnditions in the Pacific in ways that may enhance or
Rasmussen et al. (1995) suggest that variationsdiminish drought conditions.
ENSO intensity at the century timescale may broadly
correspond to a modulation of interdecadal variations
in drought in the Great Plains, with more seve® Droughts of the future
drought epochs (i.e., 1930s-1950s) coinciding with
intervals of low ENSO variability. At present, itis not A review of the available paleoclimatic data indi-
known whether decadal- to century-scale ENSO vacates that twentieth-century droughts do not represent
ability is due to internal variability or external mechathe full range of potential drought variability given a
nisms, or a combination of both. Currently, there acéimate like that of today. In assessing the possible
no good long centuries-long records of North Pacifinagnitude of future drought, it is necessary to consider
variability. this full range of drought. It is possible that the condi-
Variations in the base state of the Atlantic Ocedions that lead to severe droughts, such as those of the
may be an important influence on Great Plains precifate sixteenth century, could recur in the future, lead-
tation if these variations change the position of tlieg to a natural disaster of a dimension unprecedented
Bermuda high/Atlantic gyre or affect in other ways thia the twentieth century. Two factors may further com-
ability of Gulf of Mexico moisture to penetrate intgoound the susceptibility of the Great Plains to drought
the interior United States. For example, Forman et @ the future: 1) increased vulnerability due to human
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land use practices, and 2) enhanced likelihood etfal. 1997). Model simulations show an earlier dry-
drought due to global warming. ing of soils in spring due to the coincidence of less
As the limits of productive agricultural lands havevinter precipitation in the form of snow and warmer
been reached, more marginally arable lands have besmperatures, conditions leading to greater evapotrans-
put into agricultural production in times of favorablgiration relative to precipitation in late spring and sum-
climatic conditions and through the use of irrigatiomer (United States Global Chance Research Program
This practice has resulted in an increasing vulneraldiB95; Gregory et al. 1997). Dry conditions may be
ity to drought in many areas of the Great Plairigrther enhanced by a decrease in summer precipita-
(Lockeretz 1978; Barr 1981; Hecht 1983). Althougtion and relative humidity (Wetherald and Manabe
the total acreage of irrigated land is not great, irrigh995; Gregory et al. 1997). In addition, some GCM
tion has been an important factor in the increasesiudies have suggested an increase in the occurrence
cultivated acreage. The High Plains (Ogallala) Aquif extreme events with global warming (Overpeck et
fer supplies 30% of the ground water used for irrigat. 1990; Rind et al. 1990), and although recent mod-
tion in the United States (United States Geologicaling results report modest decreases in mean values
Survey 1997) and is the primary source of water fof summer precipitation and soil moisture in the cen-
irrigation in the Great Plains. Since the time of devdlal United States, a marked increase in the frequency
opment, pumping of this ground water resource hasd duration of extreme droughts underQQ, con-
resulted in water-level drops of more than 15 m in padiions is also reported (Gregory et al. 1997).
of the central and southern plains, with drops that ex- Paleoclimatic data strongly support evidence for
ceed 30 m in several locations, and is already deplefaeat Plains droughts of a magnitude greater than
in some areas (Glantz 1989; White and Kromm 198¥ipse of the twentieth century, while current land use
United States Geological Survey 1997). practices and GCM predictions point to an increased
The impacts of drought in these marginal areaslnerability to Great Plains droughts in the next cen-
have been tempered through social support, but thasg. Given the likelihood that we are not able to pre-
mitigation measures have been costly. Federal dgiidt the exact extent and duration of the next major
costs (disaster assistance, crop insurance, and erdestight, it would be wise to adopt a probabilistic ap-
gency feed assistance) for the 1988 drought amounpedach to drought forecasting and planning that incor-
to $7 billion with additional aid supplied by individuaporates the range of variability suggested by the proxy
states (Riebsame et al. 1991). Total costs associatatla. The paleoclimatic data suggest a 1930s-
with this most recent severe drought amounted to oveagnitude Dust Bowl drought occurred once or twice
$39 billion (Riebsame et al. 1991). The duration of théscentury over the past 300—400 years, and a decadal-
drought was about 3 years and the percent of the clamgth drought once every 500 years. In addition,
tiguous United States in severe or extreme drougiatleoclimatic data suggest a drought regime change
(Palmer Drought Hydrologic Index—3.0) peaked at about 800 years ago, which was likely due to some
37% in 1988 (Riebsame et al. 1991). In contrast, tbleange in the base state of the climate. An increase in
1930s drought lasted about 7 years, and at its pealgédbal temperatures is one mechanism that could pos-
most 70% of the contiguous United States experiencglly induce such a base-state change in climate and
severe or extreme drought (Riebsame et al. 1991 }hitis confront society with some costly surprises in the
is difficult to calculate and compare the costs arfiorm of multidecadal drought. The prospect of great
losses associated with drought, but the costs of mdrought in the future highlights the need to place
gating impacts of a 1930s-magnitude drought todhigher priority on narrowing the uncertainty about
would surely be considerable. future drought by improving our understanding of the
General circulation models (GCMs) have beerauses of drought and our ability to predict great
used to estimate the climate change that will accodroughts in the future.
pany increases in tropospheric greenhouse gases leadAssessments of future drought variability must tap
ing to a doubling of atmospheric Galculated to paleoclimatic data, in combination with climate mod-
occur in the mid— to late twenty-first century. Mostls, to understand the full range of natural interannual
state-of-the-art simulations suggest drier summers wilinterdecadal drought variability, and to estimate the
prevail in the central United States under:a @0, human-induced climate changes that might occur,
climate scenario (Manabe and Wetherald 1987; Risdperimposed on natural variability. Our current un-
et al. 1990; Wetherald and Manabe 1995; Gregagrstanding of drought and drought prediction is based
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ASR Permit Modification Proposal Proposed ASR Minimum Index Levels

conditions for a given area. Negative PDSI values represent time periods drier than normal, while
positive PDSI values represent periods wetter than normal. The lower PDSI value the drier the period of
consideration. For example, a drought year of with a PDSI value of -4.0 would be drier and considered

more extreme than a drought year with a value of -3.0.

The City contracted High Country Hydrology, Inc. (HCH) to examine hydrologic data to quantify the
duration and intensity of a drought with a 1% exceedance probability. During their review of hydrologic
data, HCH found that estimates of the Palmer Drought Severity Index (PDSI) generated from tree ring
chronology could be used to review historic droughts of record for their intensity and duration
(Attachment C). HCH calculated that a 1% drought can be approximated by the drought of 1933 through
1940, as illustrated in Table 2 below.

Table 2-2: 1% Drought Reconstruction from PDSI

Suggested Drought Intervals based on
Reconstructed PDSI (1640-2003)

Representative Historical Years

T e Duration Cumulative Mean —
Probability (Years) PDSI PDSI Years Cumulative
PDSI
10% 2 -4.4 -2.20 1925-1926 -4.9
4% 4 -8.8 -2.21 1925-1926, 1981 x 2 -8.8
2.0% 6 -15.6 -2.60 1952-1956, 1959 -16.1
1.3% 7 -19.6 -2.80 1946, 1952-1956, 1981 -19.6
1.0% 8 -22.4 -2.80 1933-1940 -24.4
0.40% 10 -31.4 -3.14 1952-1956 x 2 -31.1
0.20% 12 -38.2 -3.18 1952-1956 x 2, 1963-1964 -38.4
0.10% 14 -45.0 -3.21 | 1925,1933-1940, 1936-1937, 1937, 1940, 1976 -45.0

Source: Attachment C, HCH Technical Memorandum 4, March 14, 2013, Table 1

2.2 City of Wichita - Future Raw Water Demand Assessment

The City’s projected water demands were recently examined in a study completed by Science
Applications International (SAIC) and Professional Engineering Consultants (PEC) in August of 2013
(Attachment D). This study indicates that by the year 2060 the City’s normal annual water demands will
be in the range of 71,370 acre-feet (AF) to 105,858 AF. Three growth scenarios were included within the
study (low, medium, and high growth) to generate a band of likely forecasted populations. The medium
growth forecast with a projected demand of 87,597 AF by the year 2060 was selected for modeling future

demands to simulate future demands between the confines of the low and high bands of forecasted

City of Wichita, KS 2-2 Burns & McDonnell



Appendix A - Hydrology

Hydrologic Operations Model

Burns & McDonnell’s (B&M) Reservoir Network (RESNET) computer simulation model was used to
evaluate potential hydrologic impacts for the Integrated Local Water Supply (ILWS) system. The model
performs a daily simulation of reservoirs and streams as a circulating network and uses least-cost
optimizing procedures to arrive at an optimized solution. The model is based on the Microsoft ACCESS
database application and utilizes the database to contain the model input data, output data, and other
modeling and solution control parameters and functions.

The operations model calculates a daily water balance for the ILWS system during the 85-year model
simulation period (water years [WY] 1923-2007). The model requires the following general data sets for
operation:

Historical mean daily stream discharge at selected points within the project area

Historical monthly reservoir evaporation rates

Available storage and other physical data for Cheney Reservoir

Available storage, natural recharge and other parameters for the Equus Beds aquifer

City’s current and projected water demands

Irrigation demands for agriculture in the Equus Beds Well Field area

Minimum desirable streamflow requirements

Supply capability and other operating parameters for all current and potential water supply sources
Preferred allocation order for each water supply source

B&M previously utilized the model (based on WY 1923-1996) to evaluate impacts by the ILWS system
alternatives for Wichita’s 2003 Environmental Impact Statement (EIS)'. Appendix C from the 2003 EIS
describes the general construct and operations of the model. Reclamation reviewed the 2003 EIS and
requested additional documentation from B&M regarding key components of the model. The request for
additional information included:

e Details regarding the structure, operations, and data comprising the RESNET database model, and
development of executable version of the model for Reclamation (included as Attachment A).

e Supporting documentation for the development of the aquifer-stream gain-loss table (included as
Attachment B).

e Details on the development of historic streamflow discharge for RESNET model nodes (included as
Attachment C).

e Details on the development of historic evaporation from Cheney Reservoir (included as Attachment
D).

This additional requested information is presented as Attachments A-D of this Hydrology Appendix.

Scenarios Evaluated
Three alternatives were simulated by the model for the purposes of the current EIS:

! Final Environmental Impact Statement for Integrated Local Water Supply Plan, Wichita, Kansas; prepared by City
of Wichita, Department of Water and Sewer; 2003
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e Current — This alternative simulates what might be considered the current level-of-development on
the supply system. It utilizes the year 2000 raw water demands for the City of Wichita and assumes
no components of the ILWS project are in place (including those of phase 1 already built).

e No-Project — This alternative is same as Current above, except the City of Wichita raw water
demands are projected to year 2050.

e ILWSP100 — This alternative includes the following proposed components of the ILWS and uses City
of Wichita raw water demands projected to year 2050:

o Agquifer storage and recovery (ASR) project features to capture 60 MGD (million gallons
per day) of induced infiltration groundwater and 40 MGD of direct diversion of surface
water from Little Arkansas River (ASR)

o Redevelopment of the Bentley Reserve Well Field

o Expansion of the Local Well Field

Model Operational Period-of-Record -

A product of the above review process of the 2003 version of the model was the extension of the
modeling period by 11 years by B&M to include more current information. The current modeling period
now covers an 85-year period and extends from water years 1923 through 2007. The model utilizes
historic recorded and estimated daily streamflows and climatological data for that period. The use of this
historic sequence for evaluating the proposed system is premised on the assumption that the past historic
climatologic sequence will repeat itself in the future. This period includes significant drought events
occurring during the 1930°s and 1950’s.

Model System Network -

A diagram displaying the model network is shown if Figure 1 of Attachment A. The model is comprised
of 20 nodes at which daily demands and flows are calculated. Two of the nodes represent system storage:
Cheney Reservoir and the Equus Beds Aquifer. Model nodes are connected together by various links
representing stream connections, aquifer-stream interactions (accretions and infiltration to and from
stream and aquifer), or diversion delivery pipelines. More detailed information on model structure, node
connectivity, and decision parameters can be found in Attachment D.

Model Inflows -

Inflows to model stream nodes, and flow gains (unregulated flow) between stream nodes were derived
from historic U.S. Geological Survey (USGS) recorded flows at various stations in the basin. Results
from the groundwater/surface water interaction analyses in Attachment B were used to adjust unregulated
flow in the model to eliminate ‘double accounting’ of model calculated return flows (see Section 6 —
Attachment C).

For nodes where recorded discharge data were incomplete for the entire modeling period, regression
analyses and drainage area ratios were used to estimate missing data. See Attachment C for further
details on generation of model flow data.

Model Demands —

The model utilizes two primary demands to be applied to the water supply system:
e City of Wichita raw water demands.
e Agricultural diversions from Equus Beds Aquifer.

For the ‘Current” modeling scenario, City of Wichita’s demands are based on year 2000 average-day
demand. For the ‘No Project’ and ‘ILWSP100’ alternatives, the demand is based on Wichita’s year 2050
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average day demand. More details on the development of demands can be found in section 1.5.1 of
Attachment A of this Appendix, and in Appendix C of the 2003 EIS.

The agricultural demand from the aquifer is based on an average annual value of 26,500 acre-feet which
is distributed evenly over the growing season of mid-May through mid-September (Sect. 1.5.6,
Attachment A).

Cheney Reservoir -

Current area-capacity-elevation data are used by the model to calculate pool elevation and reservoir
surface area for a given storage volume in Cheney Reservoir. Section 1.3.1 and Table 8 of Attachment A
displays the various reservoir allocations used.

The model calculates a daily reservoir evaporation volume based on the simulated surface area and the
historic daily evaporation rate. The daily evaporation rate was derived from recorded monthly pan
evaporation at Cheney, when that data were available. For months when actual pan evaporation data were
not recorded, the evaporation rate was estimated by B&M using their ETCALC model. Monthly
evaporation was evenly distributed over month into daily evaporation. See Attachment D for additional
details on calculation of reservoir evaporation rates.

Equus Beds Aquifer -

The model operates the Equus Beds Aquifer similar to how a surface-water reservoir is operated. The
USGS MODFLOW groundwater flow model was utilized by B&M to define a table that relates aquifer
elevation, aquifer storage deficit, and aquifer gains and losses to the Arkansas and Little Arkansas Rivers
(see Table A-1 in Attachment B). With additional model evaluation, the distribution of MODFLOW
derived gain/losses to model nodes were modified as indicated in Table 9, Attachment A. The model
simulates aquifer gains/losses to the following river nodes: Arkansas River near Maize, Little Arkansas
River near Halstead, and Little Arkansas River near Sedgwick.

Model Simulation Results

Following is a discussion of simulation results for the three scenarios defined above. It primarily focuses
on quantifying the impact differences between the future (year 2050 demands) with and without the
preferred ASR 100 MGD project scenario. The inclusion of the ‘current’ scenario (no project
implemented and year 2000 Wichita demands) in various charts is to illustrate the differences that will
occur between now and the future planning horizon of year 2050, whether or not the project is
implemented. The discussion is categorized by the hydrologic system potentially being impacted.

Equus Beds Aquifer -

In general, the ASR component of this project will increase the volume of water in storage within the
Equus Beds aquifer available for later withdrawal. Increasing the aquifer storage volume will result in a
corresponding increase in the elevation of the aquifer water table. This increases the hydraulic gradients
from the aquifer to the Little Arkansas River, resulting in a potential increase in base-flow accretions to
that river. It also results in a general reduction of hydraulic gradients from the Arkansas River into the
aquifer, resulting in decreased infiltration from the Arkansas River to the aquifer.
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The following chart shows simulated aquifer storage deficit and monthly median water table elevations.
Without implementation of the project, increasing demands will decrease aquifer storage from current
conditions. With the project, aquifer storage will generally increase to levels above current conditions,
with the exception of drought periods. It is estimated that for 70 percent of the time, aquifer levels will be
greater than current conditions with the project in place.

Equus Beds Aquifer
Simulated Storage Deficit

3] B w N o
o o o o o
o o o o o

Storage Deficit (1000 acre-feet)

@
o
o

-
o
o

10/1922
10/1925
10/1928
10/1931
10/1934
10/1937
10/1940
10/1943
10/1946
10/1949
10/1955
10/1958
10/1961
10/1964
10/1967
10/1970
10/1973
10/1976
10/1979
10/1982
10/1985
10/1988
10/1991
10/1994
10/1997
10/2000
10/2003
10/2006

] 10/1952

Current —— No Project —— ILWS100

Equus Beds Aquifer
Storage Deficit Durations

100
200 T
300
400

500

Storage Deficit (1000 acre-feet)

600

700

Percent of Time Storage Deficit Equaled or Exceeded

With an increase in aquifer storage, there is an associated decrease in infiltration from the Arkansas River
to the aquifer, and an increase in discharge from the aquifer to the Little Arkansas River. Infiltration from
the Arkansas River to the aquifer will generally decrease by about 50 cubic feet per second (cfs) for a
majority of the time, as compared to without project. This will help reduce the influx of higher saline
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water from the Arkansas River to the aquifer. Discharge from the aquifer to the Little Arkansas River is
anticipated to increase 4 cfs or greater as compared to without project conditions.

Equus Beds Aquifer/Stream Interaction
Infiltration from Arkansas River to Aquifer
ative rate is loss from aquifer to river

200

150

100

50

Infiltration Rate (cfs)

0 10 20 30 40 50 60 70 80 90 100

Percent of Time Infiltration Rate Equaled or Exceeded

Equus Beds Aquifer/Stream Interaction
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Percent of Time Discharge Rate Equaled or Exceeded

Little Arkansas River at Halstead —

Project features impacting this site are the ASR induced infiltration wells installed above this location.
These wells will provide approximately half of the total ASR project diversion capacity. Recharge to the
aquifer in the area above Halstead by the ASR component will result in a general increase in the aquifer
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water table and a corresponding increase in baseflow accretions to the stream above this location. With
the project, median discharge at Halstead is anticipated to increase from 1 to 3 cfs for all months, except
May and June, when there will be declines up to 12 cfs. May and June are generally the highest flow
periods and it will be during these times that the greatest diversions to the infiltration wells will occur.

Little Arkansas River at Halstead
Median Flow by Month
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Little Arkansas River at Halstead
Median Flow by Month (cfs)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
No Project 30.5 35.3 45.1 50.6 71.8 89.7 45.6 29.6 26.7 25.9 32.6 31.1
ILWSP100 33.0 37.7 47.4 52.6 70.0 77.8 46.6 32.1 28.5 28.4 35.0 33.4
Difference 2.5 2.3 2.3 2.0 -1.8 -11.8 1.0 2.4 1.8 2.5 2.3 2.3
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Little Arkansas River at Sedgwick -

The other half of the ASR infiltration well diversion capacity is to be installed between the Halstead and
Sedgwick nodes. Sedgwick is also the location for the ASR surface water diversion site. Similar to
impacts at the Halstead node, the increased recharge to the aquifer above Sedgwick will generally result
in slightly higher aquifer discharge to the Little Arkansas. Median flow in the stream is expected to

increase 2 to 6 cfs for all months, except May and June, when greater diversions will result in median
flow declines of 15 to 35 cfs.

Little Arkansas River at Sedgwick
Median Flow by Month
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Little Arkansas River at Sedgwick
Median Flow by Month (cfs)
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
No Project 39.3 44.2 55.8 64.7 94.4 116.9 59.7 36.4 32.5 33.4 43.0 41.7
ILWSP100 45.2 49.9 60.0 66.5 79.7 82.1 61.4 42.2 37.6 39.4 48.3 471
Difference 5.8 5.6 4.3 1.8 -14.7 -34.8 1.7 5.8 5.1 6.0 5.3 5.3
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Little Arkansas River at Sedgwick
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Little Arkansas River at Valley Center —

For all months except May and June, median flows at this location will increase 6 to 7 cfs with
implementation of the project. This reflects the increased groundwater contributions to the Little
Arkansas River above this location from increased aquifer storage. May and June exhibit a lower median
flow than without project due to greater diversions occurring during those months. The simulated flow
frequency curves indicate that, at lower flows, streamflow discharge will be generally slightly higher with
the project than without.

Median water surface elevations are anticipated to be about the same with project as compared to without
project for all months, except May and June, when there will be declines of about 0.1 - 0.2 feet.

Kansas has established a minimum desirable streamflow (MDS) of 20 cfs for all months at this location.
Simulated median monthly flows with the project in place are greater than the MDS. Simulated daily
discharge with the project is anticipated to exceed this MDS 74 percent to 92 percent of the time,
depending on month. Implementation of the project will increase the probability of streamflows meeting
or exceeding the MDS as compared to without project.

The Kansas Department of Wildlife and Parks (KDWP) has recommended higher minimum flow values
of 60 cfs in April, May, and June; and 34 cfs for the remaining months. The success rates for meeting
those flows with the project in place will be greater than those without the project, varying from 51
percent in December to 74 percent in June.
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Little Arkansas River at Valley Center
Median Flow by Month
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Little Arkansas River at Valley Center
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
No Project 41.2 45.9 59.0 67.8 97.0 119.0 62.4 38.2 35.1 36.5 44.9 43.5
ILWSP100 47.2 52.2 64.8 73.7 81.3 82.7 68.8 44.2 40.6 42.3 50.8 50.1
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Percent of Time Meeting MDS
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Little Arkansas River at Valle

y Center

Median Water Surface Elevations by Month
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
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Little Arkansas River at Mouth —

The most significant changes to flows affected by the ILWSP are those occurring at the mouth of the

Little Arkansas River. In addition to ASR diversion impacts occurring further upstream, the expansion of

the Local Well Field will have the most significant impact on streamflow at this location. The expansion

is proposed to divert up to 45 MGD (about 70 cfs) from the Little Arkansas River. Those diversions will

be limited to those periods when flow in the river at this location is above 20 cfs. Therefore, with the
project in place, the median monthly discharge for all months is anticipated to be 20 cfs. This results in
reductions of monthly median discharge ranging from 17 to 106 cfs versus no-project conditions.
Simulated daily flow durations indicate that for 80 percent of the time, discharge at this location will be
significantly less than without project.

Little Arkansas River at Mouth

Median Flow by Month
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Little Arkansas River at Mouth
Median Flow by Month (cfs)
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
No Project 43.5 48.9 62.4 71.9 102.1 125.9 65.8 40.3 37.1 38.8 47.5 46.0
ILWSP100 20.0 20.0 20.0 20.0 20.0 20.1 20.0 20.0 20.0 20.0 20.0 20.0
Difference -23.5 -28.8 -42.4 -51.9 -82.1 -105.8 -45.8 -20.3 -17.1 -18.8 -27.5 -26.0
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Arkansas River at Wichita -

This location represents the USGS streamflow gauging station located just downstream from the
confluence of the Arkansas and Little Arkansas Rivers. Therefore, impacts to stream discharge at this
location are a culmination of several ILWSP impacts to the Little Arkansas and Arkansas Rivers. These

impacts include:

e Induced infiltration from the Arkansas River resulting from redevelopment of the Bentley
Reserve Well Field.
e Changes in stream/aquifer interaction rates between the Equus Beds Aquifer and the Little

Arkansas and Arkansas Rivers.

o Induced infiltration from the Arkansas River resulting from operation of the existing Local Well

Field.

e Diversions from the Little Arkansas River for recharge of Equus Beds Aquifer.

e Induced infiltration from the Little Arkansas due to operation of the expanded Local Well Field.

With relatively greater discharge at this location, the impacts from diversions are a smaller percentage of
overall discharge. Simulated flow duration curves indicate that during lower flow periods, flows with the
project will be generally higher than without project. Conversely, during higher discharge periods, flows
with the project will be generally lower than without project. Water surface elevations are anticipated to

only vary within approximately 0.1 feet from without project conditions to with project.
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Arkansas River at Wichita
Median Water Surface Elevations by Month
1267.75
1267.50 H 0O Current
@ No Project
. 1267.25 m ILWSP100
‘q"_) _ —
QD 1267.00 =
& 126675 _ _
T _ _
B 1266.50 4= ——
w
= 1266.25 H
G
B 1266.00 1
=
1265.75 H
1265.50 H
1265.25 11 L L L L] L L L L L L L
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Arkansas River at Wichita

Median Water Surface Elevation by Month (feet)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

No Project 1266.3 1266.6 1266.8 1266.9 1267.2 1267.5 1267.0 1266.6 1266.4 1266.3 1266.4 1266.4

ILWSP100 1266.4 1266.6 1266.8 1266.9 1267.1 1267.4 1267.0 1266.6 1266.5 1266.4 1266.5 1266.5

Difference 0.1 0.1 0.0 0.0 -0.1 -0.1 0.0 0.0 0.1 0.1 0.0 0.1
Arkansas River at Wichita
Water Surface Elevation Durations
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@ |
“0;) |
~ |
§ 1270 ]
©
>
o
LE 1268 ]
9
©
=

1266

1264

0
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Cheney Reservoir -
The primary purpose of Cheney Reservoir is to provide a supply of water to Wichita. Without the project,
increasing future demands will incur the operation of the reservoir at lower elevations. During drought
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periods, the demands on the reservoir will deplete the usable supply. With project implementation, there
will be, generally, less of a demand on the reservoir as more of the demand can be shifted to aquifer
storage. This will result in higher pool elevations of 1.5 to 3 feet over no-project conditions.

Cheney Reservoir
Simulated End-of-Day Pool Elevation
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Cheney Reservoir

Median Water Surface Elevation by Month
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Cheney Reservoir
Median Pool Elevation by Month (feet)
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
No Project 14151 1414.7 1414.6 14144 1415.6 1416.5 1415.5 1415.8 14151 1414.5 14144 1414.5
ILWSP100 1416.6 1416.5 1416.9 14174 14184 1419.0 1418.4 1418.5 1417.8 14171 1416.8 1416.5
Difference 1.5 1.8 23 3.1 2.8 25 3.0 2.7 2.8 2.6 23 1.9
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Cheney Reservoir

Water Surface Elevation Durations
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North Fork Ninnescah River below Cheney Reservoir -

There are no minimum release requirements from Cheney Reservoir. Therefore, releases generally only
occur after significant runoff events and when the conservation pool in the reservoir is full (elevation
1421.6 feet). Without the implementation of the project, releases and spills from Cheney Reservoir will
occur less frequently since Wichita will be utilizing more of the conservation storage in the reservoir.
Will the project in place, there will be less demand on Cheney, resulting in greater storage in the reservoir
and more frequent release events to the North Fork Ninnescah River.

Frequency of Discharge from Cheney Dam
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North Fork Ninnescah River below Cheney Dam
Flow Durations
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Ninnescah River near Peck -

Project impacts to stream discharge at this location are those produced by changes in releases from
Cheney Reservoir. The releases from Cheney make up only a small portion of the total stream discharge
at this location. Therefore, project impacts are relatively small compared to total discharge.
Implementation of the project may result in increases in discharge of up to 9 cfs created by increasing
spills from the reservoir over no-project conditions. But for a majority of the time, discharge would be
about the same as without project.

The KWO has established the MDS at this location to be:
e 100 cfs in November through May
e 70 cfs in June
e 30 cfs in July through September
50 cfs in October
The percentage of time that these MDS values will be met will vary little between with or without project
conditions.
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Ninnescah River near Peck
Median Flow by Month
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Ninnescah River near Peck
Median Flow by Month (cfs)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
No Project 161.7 190.0 206.1 218.4 241.5 238.5 126.2 90.1 100.4 125.7 153.2 163.4
ILWSP100 162.6 190.8 212.3 227.2 245.9 242.7 126.4 90.7 100.5 126.1 153.7 163.7
Difference 0.9 0.9 6.2 8.8 4.4 4.2 0.2 0.6 0.2 0.4 0.5 0.3
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Flow Durations
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Ninnescah River near Peck

Success Rate for Meeting KWO MDS
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Ninnescah River near Peck
Median Water Surface Elevations by Month
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Arkansas River at Arkansas City -

This station is located near the Kansas- Oklahoma state line, approximately 24 miles downstream from
the confluence of the Ninnescah and Arkansas Rivers. Discharge at this location would reflect the net
impacts from the total ILWS project.

Due to its distance from the project area, and the intervening streamflow gains, the effects of the project
on total discharge at this location are relatively small. Simulated median monthly flows suggest that
during the peak flow month of June, discharge at this location could be 36 cfs less with implementation of
project versus without project. This is approximately 2 percent of the median discharge for that month.
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Arkansas River at Arkansas City
Median Flow by Month
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Arkansas River at Arkansas City

Median Flow by Month (cfs)
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Attachment A

Supplemental Information on RESNET Operations Model
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OPERATIONS MODEL

This appendix documents the computer model that has been developed to simulate operation of the City
of Wichita’s Integrated Local Water Supply (ILWS) Plan. This operations model was used initially to
help with the conceptual design of the ILWS system; it was later used to quantify potential hydrologic
impacts for the project’s environmental impact statement (EIS).

The operations model for the ILWS system was developed using Burns & McDonnell’s Reservoir
Network (RESNET) simulation model (Foster, 1989). This computer model represents the
stream/reservoir system being simulated as a circulating network. This network representation allows the
RESNET model to efficiently determine an optimum solution for each daily time step using least-cost
network optimization techniques. This architecture makes it possible for RESNET to simulate systems of
virtually unlimited complexity. The optimum network solution determined by the model each day
represents a water balance for the ILWS system. This process is repeated for each day during the 85-year
model simulation period (water years [WY] 1923-2007). Discussed below are the model’s setup and
input data, operating assumptions, and output data.

1 Model Setup and Input Data
The ILWS operations model uses the following types of hydrologic data:

Historical mean daily stream discharge estimates at selected points within the project area
Historical monthly reservoir evaporation rates

Available storage and other physical data for Cheney Reservoir and the Equus Beds Aquifer
City’s current and projected water demands

Irrigation demands for agriculture in the Equus Beds Well Field area

Minimum desirable streamflow requirements

Supply capability, operating parameters, and preferred allocation order for all current and potential
water supply sources

These input data and operating assumptions are discussed in later sections. The ILWS system is
represented in the operations model as a network of nodes with connecting links. A schematic of the
overall operations model network is shown in Figure 1. Each of the components of the ILWS model is
described further below.
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The RESNET model utilizes a Microsoft Access database file for storage of all model input and output
data. The individual data tables used by the model are listed below in alphabetical order along with a brief
description of their contents.

tbIRnAreaCapacity — Elevation-area-storage-leakage rate data for each model reservoir
tbIRnDemand — Input data for each model demand

tblRnDemandData — Annual distribution data for applicable demands

tbIRnDemandOperations — Daily demand volumes and other related output data
tiIbRnDischargeSummary — Daily discharge below selected stream nodes

tbIRnError — RESNET error messages

tbIRnEvapData — Daily net evaporation data for applicable reservoirs

tbIRnEvapStation — Station identification for evaporation data in tbIRnEvapData table
tbIRnFlowData — Daily unregulated inflow data for applicable model nodes

tbIRnFlowStation — Station identification for flow data in tbIRnFlowData

tbIRnGageRating — Rating table data for stream nodes located at USGS gages

tbIRnImport — Data for each model import

tbIRnImportData — Annual distribution data for applicable imports

tbIRnLink — Input data for each model link

tbIRnLinkOperations — Daily link flow rates and other related output data

tbIRnModel — Base data that identifies each unique model alternative

tbIRnNetworkArcDump — Dump of network arc data when RESNET cannot find a feasible solution
tbIRnNetworkNodeDump — Dump of network node data when RESNET cannot find a feasible
solution

tbIRnNode — Input data for each model node

tbIRnNodeOperations — Daily water balance for each node

tbIRnReservoir — Input data for each model reservoir

tbIRnReservoirLevel — Level/priority data for each model reservoir

tbIRnReservoirOperations — Daily storage and related output data for each reservoir

tbIRnSpill — Input data for each model spill node

tbIRnStorageSummary — Daily end-of-day storage in Cheney Reservoir and Equus Beds aquifer
tbIRnSupplySummary — Daily summary of each supply source’s contribution toward meeting City’s
raw water demand

e tbIRnWSElevSummary — Estimates of mean daily water surface elevations at four stream nodes plus
daily end-of-day pool elevation and area for Cheney Reservoir

1.1 Model Data

Each unique ILWS alternative is represented by a single record in the model table (tbIRnModel). The
fields in this table are described below. In Table 1 and similar tables that follow, spaces have been added
to the field names to improve readability.

Table 1: Data Fields in Model Table (tbIRnModel)

Field Name Description

Unique record identifier assigned by system. This field contains the model

D ID that is used to identify each alternative model run.

Name Short descriptive name for each alternative model run
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Description Description of model run
Start Date Start date for model run (mm/dd/yyyy)
End Date End date for model run (mm/dd/yyyy)

Requested precision for model results. The RESNET model uses acre-feet
as its base volumetric unit so if this value is one the model will estimate
volumes to nearest one tenth of an acre-foot.

No Decimals

Save Operations True/false flag that indicates if detailed daily output data should be stored

No Zones Should be zero for all ILWS model runs
Failure Probability Not used by ILWS model
Primary Dmd Shortages ?;E:;Zr of days during simulation period with shortage in any primary

Source Model ID

Used for model cloning only

1.2 Model Nodes

The majority of the model nodes used in the operations model represent locations on project area streams,
which include the Arkansas, Little Arkansas, North Fork Ninnescah and Ninnescah rivers. The remainder

of the model nodes represent off-stream features, such as well fields, treatment plants and pipeline
junctions. Each of these nodes is listed in Table 2.

Table 2: ILWS Model Nodes

Node Name Description Unregulated
Nos. P Inflow?
Located at USGS stream gage of same name. In
Arkansas R. near .
10 . model domain, most upstream node on Arkansas Yes
Hutchinson .
River.
Arkansas R. near Located at USGS stream gage of same name.
20 . ’ Assumed supply source for Reserve Well Field and | Yes
Maize . .
gains/losses to Equus Beds aquifer.
25 ﬁr;a;gsas R. below Located immediately downstream of Node No. 20 No
L. Arkansas R. at Located at USGS stream gage of same name. In
30 . model domain, most upstream node on Little Yes
Alta Mills .
Arkansas River.
L. Arkansas R. near Located at approximate position of Phase 1 intake.
40 Assumed supply source for half of recharge Yes
Halstead o
diversion wells.
L. Arkansas R. near Located at USGS stream gage of same name.
50 . Assumed supply source of surface water intake and | Yes
Sedgwick . .
balance of recharge diversion wells.
L. Arkansas R. at
60 Valley Center Located at USGS stream gage of same name. Yes
70 h(;‘l\liﬁansas R-at Located at mouth of Little Arkansas River. Yes
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Located at USGS stream gage of same name.
Arkansas R. at y
80 o Assumed supply source for existing Local (E&S) Yes
Wichita .
Well Field.
85 Ar}( ansas R. below Located immediately downstream of Node No. 80 No
Wichita
90 Cheney Reservoir A. storage node located on the North Fork Ninnescah Yes
River at Cheney Dam.
100 lglélgilescah R near Located at USGS stream gage of same name. Yes
110 Arkansas R. at Located at USGS stream gage of same name. Most Yes
Arkansas City downstream node in model domain.
Equus Beds .
120 Aquifer/Well Field Storage node that represents Equus Beds Aquifer. No
Node that represents the total supply available from
the Bentley Reserve Well Field. This well field is
130 Reserve Well Field moc.leled asa dl'rec't surface water dlyers-lon (that is, No
aquifer storage is ignored and pumping is assumed
to induce immediate and equal infiltration from the
Arkansas River).
140 Reserve Well Field Junction node for supplies from Equus and Reserve No
Junction Well Fields.
Located along Arkansas River in downtown
Wichita. This node represents the combined supply
150 Local Well Field available from the existing Local (E&S) Well No
Fields. This well field is modeled like a direct,
surface water diversion from the Arkansas River.
Located along the Little Arkansas River in
downtown Wichita. This node represents the
160 Local Well Field combined supply available from the proposed Local No
Expansion Well Field Expansion. This well field is modeled as
a direct, surface water diversion from the Little
Arkansas River.
Located along the Little Arkansas River. This node
L. Arkansas R represents the combined supply available for aquifer
) . Ny recharge from the proposed surface intake and
170 Intake/Diversion Lo . . . . No
Wells alluvial diversion wells. Pumping at the diversion
wells is assumed to induce immediate infiltration
from the Little Arkansas River.
Located at Wichita’s main water treatment plant
200 Water Treatment near the confluence of the Arkansas and Little No
Plant Arkansas rivers. All raw water supplied to the City
is assumed to flow through this node.

As noted in Table 2, slightly more than half of these nodes have unregulated inflow. These nodes are
shown in blue in Figure 1. Unregulated inflow is surface runoff that enters tributary stream(s) above a
node but below any upstream nodes. The methodology used to estimate unregulated inflow is described in
a separate appendix (Burns & McDonnell, 2008c).
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The node data for each model run is stored in an Access table named tbIRnNode. The data fields in this
table are listed in Table 3.

1.3 Model Storage Nodes

Two of the nodes in the operations model are storage nodes, or reservoirs: Cheney Reservoir (Node No.
90) and Equus Beds Aquifer (Node No. 120). Unlike non-storage nodes, these nodes have the ability to
retain water from one time step to the next. In RESNET, a reservoir’s storage is divided into levels with
each level having a defined storage priority. Levels with the highest priority are filled first when water is

Table 3: Data Fields in Node Table (tbIRnNode)

Field Name Description
D Unique record identi.ﬁer gssigned by system. This ﬁelc} contains the node
IDs that are used to identify the nodes in each alternative model run.
Model ID Identifier (ID) for corresponding model in Model table (tbIRnModel)
Number Node number. Used as shorthand identifier for each node only.
Name Short node name
Description Description of node

If this node has unregulated inflow, the applicable flow station ID.

Flow Station ID Otherwise, this field will be null,

Source Node ID Used for cloning only

available and used last when water from storage is required to meet demands. These priorities define the
unit benefit of having water stored in each level. The defined reservoir levels for Cheney Reservoir and
the Equus Beds Aquifer are listed in Table 4.

Table 4: ILWS Reservoir Storage Levels

Level Cheney Reservoir Equus Beds Aquifer

ﬁ\f Storage Storage Storage Deficit Storage

(acre-feet) Priority (acre-feet) Priority
1 1,140 999 -643,000 999
2 2,000 990 -200,000 770
3 4,000 980 -114,000 760
4 8,000 960 -103,200 750
5 10,000 950 -92,400 740
6 15,476 900 -81,600 730
7 24,817 750 -70,800 720
8 37,170 725 -60,000 710
9 53,265 700 -50,000 700
10 73,356 675 -41667 675
11 97,645 650 -33,333 650
12 125,842 350 -25,000 625
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13 152,222 300 -16,667 500
14 170,575 100 -8,333 575
15 247,931 1 0 550

When both reservoirs are relatively full, water will be withdrawn from Cheney Reservoir first because it
has a lower storage priority (for example, level 12 has a priority of only 350 for Cheney Reservoir but 625
for the Equus Beds Aquifer). This bias attempts to preserve the water stored in the Equus Beds because
this water is relatively more expensive. However, once both reservoirs are drawn down further during a
prolonged dry period, the storage priorities are coordinated so that both are drawn down at about the same
rate.

There are three Access tables that apply to each model reservoir. The data fields for these tables are
described in Tables 5, 6 and 7.

Table 5: Data Fields in Reservoir Table (tbIRnReservoir)

Field Name Description
Unique record identifier assigned by system. This field contains the
ID reservoir IDs that are used to identify the reservoirs in each alternative
model run.
Node ID ID for corresponding node in Node table (tbIRnNode)
Initial Storage Initial storage in the reservoir at start of model run (acre-feet)

If this reservoir has evaporation losses, the corresponding evaporation

Evap Station ID station ID in tbIRnEvapStation

Loss Node ID 1 For leaky reservoir, the first loss node ID. Null if not applicable.
Loss Node ID 2 For leaky reservoir, the second loss node ID. Null if not applicable
Loss Node ID 3 For leaky reservoir, the third loss node ID. Null if not applicable

Reservoir storage at bottom of conservation pool (acre-feet). Not used for

BOC Storage ILWS operations model

Reservoir storage at top of conservation pool (acre-feet). Not used for

TOC Storage ILWS operations model

Base Water Right Base annual water right (acre-feet). Applicable for Equus Beds only.

Maximum value for recharge credit account (acre-feet). Applicable for

Max Recharge Equus Beds only.

Initial value of recharge credit account (acre-feet). Applicable for Equus

Initial Recharge Beds only.

Output field that reports minimum reservoir storage during model run

Min Storage (acre-feet)

Source Reservoir ID Used for model cloning only.

Table 6: Data Fields in Reservoir Area-Capacity Table (tbIRnAreaCapacity)

Field Name Description |
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ID Unique record identifier assigned by system.

Reservoir ID ID for corresponding reservoir in Reservoir table (tbIRnReservoir)
Elevation Reference pool or aquifer elevation for current reservoir (feet NGVD)
Area Reservoir pool area for current reservoir at specified elevation (acres)
Storage Reservoir storage for current reservoir at specified elevation (acre-feet)
Loss Rate 1 Reservoir loss rate to loss node 1 (acre-feet/day)

Loss Rate 2 Reservoir loss rate to loss node 2 (acre-feet/day)

Loss Rate 3 Reservoir loss rate to loss node 3 (acre-feet/day)

Table 7: Data Fields in Reservoir Level Table (tbIRnReservoirLevel)

Field Name Description

ID Unique record identifier assigned by system.

Reservoir ID ID for corresponding reservoir in Reservoir table (tbIRnReservoir)

Level Num Sequential level number. Used only for more convenient reference

Level Volume Storage volume for current reservoir at top of specified level (acre-feet)

Priority Storage priority for specified level

Additional data for the two system reservoirs are described in the following sections.

1.3.1  Cheney Reservoir
Cheney Reservoir is located on the North Fork Ninnescah River near Cheney, Kansas. This reservoir has
the following defined storage pools:

Dead pool: 979 acre-feet between elevation 1,367 and 1,378.5 feet NGVD

Fish & wildlife pool: 14,310 acre-feet between elevation 1,378.5 and 1,392.9 feet NGVD
Conservation pool: 151,800 acre-feet between elevation 1,392.9 and 1,421.6 feet NGVD
Flood pool: 80,860 acre-feet between elevation 1,421.6 and 1,429 feet

Surcharge pool: 451,347 acre-feet between elevation 1,429 and 1,453.4 feet NGVD

Table 8 lists the elevation-area-storage data for Cheney Reservoir.

Table 8: Cheney Reservoir Elevation-Area-Storage Data

Pool Elevation Pool Area Pool Storage
(feet NGVD) (acres) (acre-feet)
1,367 0 0
1,370 14 13
1,375 107 272
1,380 445 1,545
1,385 808 4,535
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1,390 1,504 10,241
1,395 2,333 19,793
1,400 3,291 33,761
1,405 4,530 53,265
1,410 5,785 78,987
1,415 7,293 111,602
1,420 8,976 152,222
1,425 10,788 201,557
1,430 12,835 260,557
1,435 14,949 330,019
1,440 17,466 411,058
1,445 20,631 506,303
1,450 23,387 616,350

As a conventional surface reservoir, Cheney Reservoir is also subject to evaporation losses. The estimated
net evaporation rates from Cheney Reservoir are described in a separate appendix (Burns & McDonnell,
2008a). These rates account for the net evaporation losses each day (gross evaporation loss less direct
precipitation gain).

1.3.2 Equus Beds Aquifer

The Equus Beds aquifer is modeled similar to a surface water reservoir except it does not have
evaporation losses. Natural aquifer recharge was estimated to be 3.2 inches per year by the U.S.
Geological Survey. This natural recharge is represented in the operations model as an import to this node
(No. 120) of 18,800 acre-feet/year.

The interaction between the Equus Beds aquifer and local streams was evaluated in the MODFLOW
groundwater model. Generally, aquifers receive their recharge from precipitation and streams serve as
aquifer drains. The outflow from aquifers supports the baseflow in these streams. The Equus Beds aquifer
has two streams that are major components of the hydrogeological system. The Arkansas River is
generally parallel to the pre-development groundwater flow gradient so the interaction between the
aquifer and this river was relatively minor. In contrast, the Little Arkansas River is at the down-gradient
edge of the Equus Beds aquifer and generally perpendicular to the predominant groundwater flow
direction. Changes in the aquifer groundwater level impact the differential head between the aquifer and
streams and can result in significant changes in the volume of flow between the aquifer and streams.

The water budget summary feature in MODFLOW provides an accounting of the total water flow from
aquifer to stream and stream to aquifer. These total aquifer-stream interaction flows are discussed in the
accompanying groundwater appendix (Burns & McDonnell, 2008b) and repeated in Table 9.
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Table 9: Equus Beds Storage Deficit-Gain-Loss Data

Index Well Net Equus Beds
886 Storage Total Gain | Total Loss Loss Rates (cfs)

Elevation Deficit from Rivers | to Rivers To To Little

(feet NGVD) | (acre-feet) (cfs) (cfs) Arkansas Arkansas

River River

1,342 429,700 133 23 -116.6 6.6

1,360 289,400 100 38 -72.8 10.8

1,366 242,700 89 43 -58.3 12.3

1,370 211,500 82 44 -50.5 12.5

1,375 172,600 73 48 -38.7 13.7

1,380 133,600 62 53 -24.1 15.1

1,385 94,700 54 60 -11.1 17.1

1,389 63,500 48 68 0.6 19.4

1,390 55,700 46 70 4.1 20.0

1,395 16,800 38 82 20.6 234

1,396 9,000 36 85 24 8 242

1,402 0 29 99 41.8 28.2

Table 9 lists the total gain and loss data for the Equus Beds aquifer as a function of water level. Initially,
it was assumed that all aquifer gains come from the Arkansas River and all losses accrue to the Little
Arkansas River but subsequent analyses proved this assumption to be too simplistic. In the ILWS plan
and operations model the Arkansas and Little Arkansas rivers are treated as two distinct sources.
Therefore, the flow between the aquifer and Arkansas River must be differentiated from the flow between
the aquifer and Little Arkansas River. These flows were differentiated through an analysis that is
described in the Streamflow Appendix (Burns & McDonnell, 2008c). The last two columns in Table 9
show the resulting distribution of these aquifer losses.

With recognition of this aquifer interaction, the RESNET model was customized for development of the
ILWS system operations model by adding the ability to model a leaky reservoir. Leakage rates are entered
into the model for each destination node as a function of reservoir storage. These reservoir leakage or loss
rates can be negative, indicating an actual gain.

1.4 Model Links

The nodes described above are interconnected in the operations model by a series of model links. These
links, which are listed in Table 10, represent both natural stream reaches, and pipelines and other man-
made conveyance facilities. These stream and pipeline links are shown respectively as solid or dashed
blue lines in Figure 1. Each model link has only one origin node and one terminal node. The flow in these
links can travel in only one direction from their origin node to their terminal node. Each link also has a
specified minimum and maximum flow rate, expressed in acre-feet/day. Generally, the minimum flow
rate for these links is zero but the maximum flow rate is dependent on the link type; natural streams are
assigned an arbitrarily large flow rate and pipelines are assigned maximum flow rates based on their flow
capacity. The RESNET model uses a least-cost algorithm to find the best solution in each time step.
Therefore, each link also has an assigned unit flow cost, which is expressed in arbitrary cost units per
acre-foot.
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Table 10: ILWS Model Links

Link Origin=> Minimum | Maximum Unit
No Terminal Description Flow Rate | Flow Rate Cost/
" | Node Nos. (ac-ft/day) | (ac-ft/day) ac-ft
L1 30240 L Arkansas R: Alta Mills—Halstead 0 1,000,000 0
L2 40->50 L Arkansas R: Halstead—Sedgwick 0 1,000,000 0
L3 50560 L Arkansas R: Sedgwick—Valley 0 1,000,000 0
Center
L4 60>70 L Arkansas R: Valley Center—Mouth | 0 1,000,000 0
L5 70280 L. Arkansas R: Mouth—Arkansas R 0 1,000,000 0
L6 1020 Arkansas R: Hutchinson—Maize 0 1,000,000 0
L7 20225 Arkansas R: Maize—below Maize 0 1,000,000 0
L8 25->80 Arkansas R, below Maize—Wichita 0 1,000,000 0
L9 80>85 Arkansas R: Wichita—below Wichita | 0 1,000,000 0
L10 853110 éﬁ;ansas R: below Wichita—Arkansas 0 1,000,000 0
L11 90->100 North Fgrk/N1nnescah R: Cheney 0 1,000,000 0
Reservoir—Peck
L12 1003110 N1nnescah/Arkansas R: Peck— 0 1,000,000 0
Arkansas City
L13 120200 Pipeline: Equus Beds WF—WTP 0 349 10
L14 1205140 Plpeh.ne: Equus Beds WF—-RWF 0 33 75
Junction
L15 120140 Plpell.ne: Equus Beds WF—RWF 0 33 50
Junction
L16 120140 Plpell‘ne: Equus Beds WF—RWF 0 33 95
Junction
L17 130> 140 Pipeline: Reserve WF—RWF Junction | 0 11 510
L18 130> 140 Pipeline: Reserve WF—RWF Junction | 0 11 535
L19 130>140 Pipeline: Reserve WF—RWF Junction | 0 11 560
L20 140200 Pipeline: RWF Junction—-WTP 0 132 10
L21 90->200 Pipeline: Cheney Reservoir—WTP 0 144 10
L22 90->200 Pipeline: Cheney Reservoir—WTP 0 101 10
L23 150->200 Pipeline: Local WF—-WTP 0 113 30
L24 160200 Pipeline: Local WF Expansion-WTP | 0 138 10
L25 170200 Pipeline: Intake—WTP 0 0 20
126 170120 Pipeline: Intake/Diversion Wells— 0 306.9 30
Equus Beds

The data for these model links is stored in an Access table named tbIRnLink. The fields in this table are
described in Table 11. For most model links, their intended purpose is self explanatory; however, there
are a few exceptions that warrant additional explanation. These special cases are discussed below.
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1.4.1 Bentley Reserve Well Field

The Bentley Reserve Well Field is located in the alluvium of the Arkansas River so pumping from this
well field will induce infiltration of relatively saline water from the Arkansas River. To avoid excessive
quality impacts to the City’s water supply, the operations model is configured to provide mandatory
blending of this Reserve Well Field water with better-quality water from the Equus Beds Well Field at a
ratio of three to one (that is, three parts Equus Beds water for each one part Reserve Well Field water).

The RESNET model does not have the direct capability to regulate the flow in one link based on the flow

in a parallel link; therefore, this blending process is approximated by using three links each from the
Equus Beds to RWF Junction (L14, L15 and L16) and three links from the Reserve Well Field to the
RWEF Junction (L17, L18 and L19).

Table 11: Data Fields in Link Table (tbIRnLink)

Field Name Description
D Unique record identi.ﬁer z.issigned. by system. This field contains the link
IDs that are used to identify the links in each model run.
Number Sequential link number. Used for more convenient reference only.
Name Short link name
Origin Node ID Identifier corresponding to origin node in tbIRnNode
Terminal Node 1d Identifier corresponding to terminal node in tblRnNode

Minimum Flow

Minimum allowable flow in this link (acre-feet/day)

Maximum Flow

Maximum allowable flow in this link (acre-feet/day)

Cost

Unit cost of flow in this link (per acre-foot)

Loss Node ID

For leaky stream segment, ID for node where losses accrue. Not utilized in
ILWS model.

Link Loss Percent

For leaky stream segments, percent of flow loss in link (percent). Not used
in ILWS model.

Link Loss Max Maximum loss in link (acre-feet/day). Not used in ILWS model.
Limit Link ID Link ID used to limiting flow for this link. Not used in ILWS model.
Limit Demand ID Demand ID used to limit flow in this link. Not used in ILWS model.
Source Link ID Used for cloning only

When water is available from the Reserve Well Field and there is sufficient water supply demand to
utilize this water, the operations model will first use up to 33 acre-feet/day of water from the Equus Beds
Well Field via link L.14 before then using up to 11 acre-feet/day of water from the Reserve Well Field
through link L17. If there is additional water available from the Reserve Well Field, this process will
continue with the model using in order links L15, L18, L16 and finally L19.

1.4.2 Cheney Reservoir Supply Pipeline

Deliveries from Cheney Reservoir to the City’s water treatment plant are modeled using two parallel links
even though there is only one physical supply pipeline. The first link (L21) has a maximum flow based on

the City’s original water right for Cheney Reservoir (47 million gallons per day [MGD] or 144 acre-
feet/day). Water can be supplied to the City through this link whenever there is water available in the

reservoir’s conservation pool. The second link from Cheney Reservoir (L22) represents the balance of the
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capacity in this supply pipeline (80 MGD less 47 MGD = 33 MGD or 101 acre-feet/day). This additional
supply capability is available only when the reservoir’s conservation pool is full or near full.

1.5 Model Demands

In the ILWS operations model, system demands are used to accomplish a variety of purposes. The most
obvious purpose is to satisfy actual water demands, such as the required raw water supply to the City’s
water treatment plant. The water extracted from the Equus Beds aquifer by farmers for irrigation is a
similar consumptive water demand. All other model demands are termed flow-through demands because
all of the water withdrawn at the given node is returned to the system at another node. These flow-through
demands are used to represent minimum streamflow requirements and also the available supplies to pump
stations.

In the RESNET model, each demand has a source node, annual demand volume and demand priority.
Optionally, these demands can also have a return node and return percentage, and a specified annual
demand distribution. If no demand distribution is provided, the annual demand volume is distributed
evenly across each day of the year.

Demands with the highest priority yield the highest benefit per unit when satisfied. For example, a
demand for 10 acre-feet/day with a priority of 500 will yield 5,000 benefit units when satisfied. Benefits
are treated as negative costs (with the same units) in the RESNET model. Therefore, in order to minimize
costs the model will try to satisfy the demands with the highest priorities first.

The model demands included in the ILWS operations model are described in Table 12.

Table 12: ILWS Model Demands

Origin | Annual Return
Demand Dmd . o

Node | Demand : Priority | Node | Per- Description

No. Dist?
No. | (ac-ft/yr) No. cent
D1 200 87,563.1 Yes 806 --- --- Wichita: 0-70%
D2 200 6,254.5 Yes 805 - - Wichita: 70-75%
D3 200 6,254.5 Yes 804 --- --- Wichita: 75-80%
D4 200 6,254.5 Yes 803 --- --- Wichita: 80-85%
D5 200 6,254.5 Yes 802 --- --- Wichita: 85-90%
D6 200 6,254.5 Yes 801 --- --- Wichita: 90-95%
D7 200 6,254.5 Yes 800 --- - Wichita: 95-1000%
D8 80 5,604 No 850 150 100 E Wells: 0-5MGD
D9 80 5,604 No 800 150 100 E Wells: 5-10MGD
D10 80 22,418 No 750 150 100 S Wells: 20MGD
D11 150 33,627 No 10 85 100 Local WF Excess Return
DI2 90 1,448,000 | No 10 100 100 Cheney spillway
drawdown

D13 20 5,000 No 875 130 100 Reserve WF supply
D14 130 11,209 No 10 25 100 RWF excess return
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D15 120 26,500 Yes 900 - - Equus Beds irrigation
D16 50 56,044 No 825 170 100 Sedgwick recharge supply
D17 170 112,088 No 10 60 100 Excess recharge return
DI8 70 50,440 No 825 160 100 Local WF Expansion
supply
D19 160 50,440 No 10 85 100 Local WF Expansion
excess return
D20 50 28,960 No 850 60 100 L Arkansas R minimum
flow at Sedgwick
D21 70 14,480 No 850 85 100 L Arkansas R minimum
flow at mouth
Arkansas R minimum
D22 80 362,000 No 825 85 100
flow: 500 cfs
Arkansas R minimum
D23 80 724,000 No 775 85 100 Aow: 500-1500 ofs
D24 40 28,960 No 850 50 100 L Arkansas R minimum
flow at Halstead
D25 40 56,044 No 825 170 100 Halstead recharge supply

The data for these model demands is stored in two Access tables: tbIRnDemand and tbIRnDemandData.

The data fields in these tables are described in Tables 13 and 14.

Table 13: Data Fields in Demand Table (tbIRnDemand)

Field Name Description

D Unique record identifier assigned .by system. This ﬁeld contains the
demand IDs that are used to identify the demands in each model run.

Node ID Identifier for node where this demand originates
Number Sequential demand number. Used for more convenient reference only.
Name Short demand name
Description Description of demand
Demand Desired annual quantity for the current demand (acre-feet/year)
Priority Priority for current demand
Return Node ID Node ID for return node. Null if not applicable

Return Percent

Percentage of volume in this demand that is returned to system at specified
node

Primary Demand

True/false flag that indicates if current demand is considered to be a
primary demand.

Shortage Days

Output field that accumulates number of days during simulation period
with shortages at current demand

Source Demand Id

Used for cloning only.
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Table 14: Data Fields in Demand Distribution Table (tbIRnDemandData)

Field Name Description
ID Unique record identifier assigned by system.
Demand ID Identifier for corresponding demand in tbIRnDemand
Month Month number (1=Jan, 2=Feb, etc.)
Day Day of month
Portion of the annual demand volume that is desired on this day of year
Demand Percent
(percent of annual)

The model demands listed in Table 12 are discussed further below.

1.5.1 Wichita Raw Water Demands

The total raw water demand for the City of Wichita was segregated into seven parts for modeling
purposes. These seven individual demands (D1-D7) were included to show the potential impact of
additional water conservation measures on system reliability. The demand quantities listed in Table 3 for
these demands total to 125,090 acre-feet/year, which is equivalent to an average of 111.8 MGD. This is
the City’s estimated average-day demand in 2050. For current conditions, a total City water demand of
78,768 acre-feet, or 70.4 MGD, was used. These demand estimates include the impact of typical
conservation measures, such as existing City ordinances that require use of low-flow showerheads and
toilets in new construction, but not additional conservation measures during dry periods, such as
restrictions on lawn watering and vehicle washing. None of these additional conservation measures were
implemented in the model runs used in the EIS, but they can be simulated by progressively reducing the
demand priorities of demands D7, D6, etc. The distribution of the City’s water demand was derived from
actual usage data for calendar year 1991 (Burns & McDonnell, 2003).

1.5.2 Local Well Field

Demands D8-D11 and D22-D23 are used to model the City’s existing Local Well Field, which is a
combination of the Emergency and Sims well fields and, therefore, often referred to as the E&S well
fields. The “E” wells have a total capacity of 10 MGD and the “S” wells a total capacity of 20 MGD.
Demand DS represents the first 5 MGD of supply from the “E” wells, with D9 the second half. Demand
D10 represents the 20 MGD available from the “S” wells. Demand D11 is a low-priority demand that
returns “excess” diversions to the Local Well Field back to the Arkansas River when not needed to satisfy
the City’s water demands. Demands D22 and D23 are flow-through demands (that is, in-stream flow
requirements) that restrict when the Local Well Field can operate because of the lower-quality water
available from the Arkansas River.

Among these five demands, D8 has the highest priority (850) so up to 5 MGD is assumed to be available
from the “E” wells whenever there is flow in the Arkansas River at Node No. 80. The demand with the
next lower priority is D22 (825) so the model will attempt to satisfy this demand next. This demand
represents an in-stream flow requirement of 500 cfs. The water quality of the Arkansas River tends to
improve at higher flow rates so demand D22 prevents the balance of the “E” wells (demand D9 with
priority 800) from operating unless the flow in the Arkansas River is greater than 500 cfs. In a similar
manner, demand D23, which has an average rate of 1,000 cfs, prevents the “S” wells from operating
unless the flow in the Arkansas River totals over 1,500 cfs.
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1.5.3 Local Well Field Expansion

In the model runs completed for the EIS, the Local Well Field was assumed to be expanded by 45 MGD
with a series of alluvial wells along the Little Arkansas River. The supply and excess return from this new
source is represented by demands D18 and D19. Demand D21 is a flow-through demand that also
originates at Node No. 70. This demand, with a priority of 850, prevents the local well field expansion
(demand D18 with priority 825) from operating unless the flow in the Little Arkansas River exceeds 20
cfs at its mouth.

1.5.4 Cheney Drawdown

The RESNET model attempts to put all available water to beneficial use. That is, it attempts to minimize
spills (Section 1.5). In Cheney Reservoir, the elevation-storage data includes the flood control and
surcharge pools. Without some means to evacuate these upper pools, the model would try to keep this
water in storage if its release would contribute to a spill. Demand D12 mimics the reservoir’s spillway to
provide a means to draw the reservoir back down to the top of its conservation pool.

1.5.5 Reserve Well Field

The Bentley Reserve Well Field has a planned capacity of 10.8 MGD. This water source is represented in
the operations model by a supply demand (D13) and an excess return demand (D14). Pumping at this well
field is assumed to induce infiltration from the Arkansas River so this source is assumed available
whenever there is sufficient flow in the Arkansas River. As discuss above (Section 1.3.1), the water
withdrawn from this source must be blended with three times as much better-quality water from the
Equus Beds Well Field.

1.5.6 Equus Beds Irrigation Demand

Within the Equus Beds Well Field area, agriculture is the dominate land use. Many of the farmers in this
area irrigate with groundwater withdrawn from the Equus Beds aquifer. The demand for irrigation
withdrawals from the aquifer is represented in the operations model by demand D15. This demand has an
annual quantity of 26,500 acre-feet, which was derived from review of reported water usage records for
the entire aquifer. These records are collected by the Kansas Division of Water Resources. Generally,
only annual water usage data are available so these irrigation withdrawals are assumed to occur at a
constant rate over the entire growing season (mid-May through mid-September).

1.5.7 Equus Beds Recharge

Recharge to the Equus Beds aquifer is represented in the operations model by demands D16, D17, D25,
D20 and D24. Demands D20 and D24 are flow-through demands that restrict withdrawals from the Little
Arkansas River to periods when the flow exceeds 40 cfs. The potential recharge supply is represented by
demands D16 and D25, which total to either 100 or 150 MGD, depending on alternative. Fifty percent of
these withdrawals are assumed to occur above Halstead (D25) and the balance between Halstead and
Sedgwick. The operations model makes no distinction between withdrawals via a surface water intake or
through alluvial wells. The supply demands (D16 and D25) will withdraw water from the Little Arkansas
River whenever conditions permit. If the Equus Beds aquifer is fully recharged, demand D17 provides a
means to return this water back to the river.

1.6 Model Imports

In RESNET an import is a fixed quantity of water that accrues at a specified node each year. Only one
import is used in the ILWS operations model. This import represents the average annual natural recharge
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to the Equus Beds aquifer. Imports and their corresponding annual distribution data are stored in two
Access tables: tbIRnlmport and tbIRnImportData. The data fields for these two tables are listed in Tables

15 and 16.
Table 15: Data Fields in Import Table (tbIRnimport)

Field Name Description

D Unique record identifier assigned by system. This field contains the import
IDs that are used to identify the imports in each model run.

Node ID Identifier for node where this import accures
Import Annual quantity for the current import (acre-feet/year)
Source Import ID Used for cloning only.

Table 16: Data Fields in Import Distribution Table (tbIRnimportData)

Field Name Description
ID Unique record identifier assigned by system.
Import ID Identifier for corresponding import in tbIRnImport
Month Month number (1=Jan, 2=Feb, etc.)
Day Day of month
Portion of the annual import volume that is received on this day of year
Import Percent
(percent of annual)

1.7 Model Spills

A spill is a final sink for any water in the system that is left over after all possible demands are met and
reservoirs filled. In the ILWS model, there is only one designated spill (S1), which is located at the most
downstream node in the system, the Arkansas River at Arkansas City (Node No. 110). This spill is
assigned a very high unit cost (15,000 per acre-foot) so the model will minimize spill quantities to the
extent practicable in finding the least-cost network solution for each time step.

In RESNET, spill data is stored in an Access table named tbIRnSpill. The data fields in this table are
described in Table 17.

Table 17: Data Fields in Spill Table (tbIRnSpill)

Field Name Description
D Unique record identi-ﬁer gssigned l?y system. This field contains the spill
IDs that are used to identify the spills in each model run.
Node ID Identifier for node where this spill originates
Cost Unit cost of water los‘F to system through this spill (per acre-foot). Spill
costs are usually relatively high such a 10,000 or more.
Source Import ID Used for cloning only.
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2 Operations Model Output Data

Execution of the operations model generates data that depicts the daily water balance calculated for each
day during the 85-year simulation period. These data are stored as four separate data streams, with one
stream each for nodes, reservoirs, links and demands. These four data streams are described below.

21

Node Operations Data

The ILWS operations model will output a water balance for each node in the model for each day. These
data are stored in an Access table named tbIRnNodeOperations. The individual fields in this table are

described in Table 18.

Table 18: Data Fields in Node Operations Table (tbIRnNodeOperations

Field Name Description
ID Unique record identifier assigned by system
Identifier for corresponding node from tbIRnNode table. These node IDs are
Node ID . .
unique to each alternative model run.
Date Date for these data (mm/dd/yyyy)
Inflow The unregulated inflow (if any) to this node on specified date (acre-feet).

Upstream Release

The total flow on specified date in all links that terminate at this node (acre-
feet). For example, at Node No. 110, this field would include the total flow in
links L10 and L12.

Import

The import to this node on specified date (acre-feet). This field will be zero for
all nodes except Node No. 120.

Demand Return

If the current node is a return node for any flow-through demand, this field will
contain the total return flow at this node (acre-feet). If this node is the return
node for multiple demands (for example, Node No. 85 is the return node for
demands D11, D19, D21, D22 and D23), this field will contain the total for all
return flows.

Downstream Release

The total flow on specified date in all links that originate at the current node
(acre-feet).

The total for all demands that originate at the current node satisfied on

Demand specified date (acre-feet).

Spill Total spills on specified date from this node (acre-feet). This field will be zero
except at Node No. 110.

Losses Tgtal reservoir losses on specified date from this node (acre-feet). This field
will be zero for all nodes except Node No. 120.

2.2 Reservoir Operations Data

The data included in the node operations table shows a complete water balance at each node except for
storage nodes. At these storage nodes or reservoirs, the additional data needed to complete the water
balance are listed in the reservoir operations data table. These data are stored in an Access table named
tbIRnReservoirOperations. The individual fields in this table are described in Table 19.
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Table 19: Data Fields in Reservoir Operations Table (tbIRnReservoirOpeations)

Field Name

Description

ID

Unique record identifier assigned by system

Reservoir ID

Identifier for corresponding reservoir from tbIRnReservoir table. These
reservoir IDs are unique to each alternative model run.

Date

Date for these data (mm/dd/yyyy)

Evap Rate

The net evaporation loss rate from this reservoir on specified date (inches). On
date with net gain from precipitation, this rate will be negative.

Evap Volume

The net evaporation volume from the current reservoir on specified date (acre-
feet). Evaporation volumes are calculated as the product of the evaporation
rate and average reservoir surface area [BOPArea+EOPArea)/2].

BOP Area Estimated pool area for current reservoir at start of specified day (acres).
BOP Storage Storage contents of current reservoir at start of specified day (acre-feet).
EOP Area Estimated pool area for current reservoir at end of specified day (acres).
EOP Storage Storage contents of current reservoir at end of specified day (acre-feet).
EOP Pool Elev Pool elevation of current reservoir at end of specified day (feet).
Loss 1 Net losses from current reservoir to first loss node on specified date (acre-feet).
Loss 2 Net losses from current reservoir to second loss node on specified date (acre-
feet).
Loss 3 Net losses from current reservoir to third loss node on specified date (acre-
feet).
Balance in recharge credit account for current reservoir at start of specified day
BOP Recharge (acre-feet). Applies only to Node No. 120.
Balance in recharge credit account for current reservoir at end of specified day
EOP Recharge (acre-feet). Applies only to Node No. 120.
. Balance in annual water right account for current reservoir at start of specified
BOP Water Right day (acre-feet). Applies only to Node No. 120.
EOP Water Right Balance in annual water right account for current reservoir at end of specified

day (acre-feet). Applies only to Node No. 120.

2.3 Link Operations Data

The flow in each model link on each day is summarized in the link operations table, which is named
tblLinkOperations in the Access database. The individual fields in this table are described in Table 20.

Table 20: Data Fields in Link Operations Table (tbIRnLinkOperations)

Field Name Description
ID Unique record identifier assigned by system
. Identifier for corresponding link from tbIRnLink table. These link IDs are
Link ID . .
unique to each alternative model run.
Date Date for these data (mm/dd/yyyy)
Flow The flow in the current link on specified date (acre-feet).
Loss Flow loss from current link on specified date (acre-feet). This model option is

not used for the ILWS model so this field will always be zero.
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2.4 Demand Operations Data
The final operation table used in the RESNET model is the demand operations data table
(tbIRnDemandOperations). The individual fields in this table are described in Table 21.

Table 21: Data Fields in Demand Operations Table (tbIRnDemandOpearations)

Field Name Description

ID Unique record identifier assigned by system

Identifier for corresponding demand from tbIRnDemand table. These demand

Demand ID IDs are unique to each alternative model run.
Date Date for these data (mm/dd/yyyy)
Demand Actual volume for current demand satisfied on specified date (acre-feet).

Difference between desired and actual volume for current demand on specified

Demand Shortage date (acre-feet).

Portion of current demand that is returned to system on specified date (acre-

Return Flow feet).

2.5 Post-processing Data

Execution of the RESNET model generates the four output tables described above. To aid in subsequent
analysis, several Access routines have been developed that generate auxiliary data tables from the data
contained in the four primary output tables. These routines are available in the main RESNET model
database file and will generate the following summary tables:

251 Discharge Summary Data

In the RESNET model, minimum required streamflow and deliveries to pump stations are modeled as
flow-through demands. For this reason, the flow in a stream below a given model node is often a
combination of terms at some locations. The process for calculating these flows is outlined below.

Arkansas River near Hutchinson (Node No. 10): Flow in Link L6 only

Arkansas River near Maize (Node No. 25): Flow in Link L8 only

Arkansas River below Wichita (Node No. 85): Flow in Link L10 only

Little Arkansas River at Alta Mills (Node No. 30): Flow in Link L.1 only

Little Arkansas River at Halstead (Node No. 40): Flow in Link L2 plus Demand D24 plus lesser of
Demands D17 and D24

Little Arkansas River at Sedgwick (Node No. 50): Flow in Link L3 plus Demands D20 and D17
Little Arkansas River at Valley Center (Node No. 60): Flow in Link L4 only

Little Arkansas River at Mouth (Node No. 70): Flow in Link L5 plus Demands D19 and D21
North Fork Ninnescah River (Node No. 90): Flow in Link L11 plus Demand D12

Ninnescah River near Peck (Node No. 100): Flow in Link L12 only

Arkansas River at Arkansas City (Node No. 110): Spill at Node 110 (sum of flows in Links L.10 and
L12)
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A post-processing routine has been developed that generates a discharge summary table
(tbIRnDischargeSummary) that combines the various link and demand flows listed above for each day
during the model simulation period. The individual fields in this table are listed in Table 22.

Table 22: Data Fields in Discharge Summary Table (tbIRnDischargeSummary)

Field Name Description
ID Unique record identifier assigned by system
Model ID Identifier for corresponding model run in tbIRnModel table.
Date Date for these data (mm/dd/yyyy)
Halstead Mean daily flow in Little Arkansas River near Halstead (cfs).
Sedgwick Mean daily flow in Little Arkansas River near Sedgwick (cfs).
Valley Center Mean daily flow in Little Arkansas River at Valley Center (cf5).
L Ark Mouth Mean daily flow in Little Arkansas River at it mouth in Wichita (cfs)
Wichita Mean daily flow in Arkansas River at Wichita (cfs)
Below Cheney Mean daily flow in North Fork Ninnescah River below Cheney Reservoir (cfs)
Peck Mean daily flow in Ninnescah River near Peck (cfs)
Ark City Mean daily flow in Arkansas River at Arkansas City (cfs)

2.5.2 Storage Summary Data
The daily end-of-day storage in Cheney Reservoir and storage deficits in the Equus Beds aquifer are

available in the storage summary table (tblRnStorageSummary). The fields in this table are described in
Table 23.

Table 23: Data Fields in Storage Summary Table (tbIRnStorageSummary)

Field Name Description
ID Unique record identifier assigned by system
Model ID Identifier for corresponding model run in tbIRnModel table.
Date Date for these data (mm/dd/yyyy)
Cheney End-of-day storage in Cheney Reservoir on this date (acre-feet).
Equus Beds End-of-day storage deficit in Equus Beds aquifer (acre-feet).

2.5.3 Water Supply Summary Data

The City’s total raw water demand each day is determined by the related demand and demand distribution
data described above (Section 1.5.1). The supply summary table (tbIRnSupplySummary) shows where the
water to meet this demand comes from each day. This table also summaries the water delivered to the
Equus Beds for recharge and aquifer gains and losses from the Arkansas and Little Arkansas rivers. The
fields in the supply summary table are listed in Table 24
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Table 24: Data Fields in Supply Summary Table (tbIRnSupplySummary)

Field Name Description

ID Unique record identifier assigned by system

Model ID Identifier for corresponding model run in tbIRnModel table.

Date Date for these data (mm/dd/yyyy)

Cheney Water supplied from Cheney Reservoir on this date (acre-feet).

Equus Beds Water supplied from Equus Beds well field on this date (acre-feet).

Bentley Reserve Water supplied from the Bentley Reserve well field (acre-feet).

Local WF Water supplied from the existing local (E&S) well fields (acre-feet)

Local Expansion Water supplied from the planned expansion of the local well field (acre-feet).

L Ark Diversion Water supplied by direct diversion from the Little Arkansas River (acre-feet)
Water diverted from the Little Arkansas River for recharge of the Equus Beds

Equus Beds Recharge .
aquifer (acre-feet)

Ark Losses Net losses from Equus Beds aquifer to Arkansas River (acre-feet)

L Ark Gains Net losses from Equus Beds aquifer to Little Arkansas River (acre-feet)

2.5.4 Water Surface Elevation Summary Data
The water surface elevations at four locations in the model area are estimated from the modeled daily
discharges at these locations. These locations are as follows:

Little Arkansas River at Valley Center
Arkansas River at Wichita

Ninnescah River near Peck

Arkansas River at Arkansas City

These four locations are all located at active USGS stream gages. The water surface elevations at these
locations are calculated using rating tables obtained from the USGS. The rating table data for these gages
are stored in a database table named tbIRnGageRating. The fields in the gage rating table are described in
Table 25.

Table 25: Data Fields in Gage Rating Table (tbIRnGageRating)

Field Name Description
ID Unique record identifier assigned by system
Number Station number for USGS stream gage
Gage Height Gage height reading (feet)
Water surface elevation corresponding to this gage height (feet NGVD).
WS Elev . . #
Equivalent to gage height plus gage datum elevation.
Discharge Estimate stream discharge at this gage height (cfs)
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The estimated water surface elevations at the four stream nodes are written to a summary table named
tbIRnWSElevSummary. This table also contains the end-of-day pool elevation and pool area for Cheney
Reservoir. The fields in the water surface elevation summary table are listed in Table 26.

Table 26: Data Fields in Water Surface ElevationSupply Summary Table
(tbIRNSupplySummary)

Field Name Description

ID Unique record identifier assigned by system

Model ID Identifier for corresponding model run in tbIRnModel table.

Date Date for these data (mm/dd/yyyy)

Valley Center Estimated water surface elevation in Little Arkansas River at Valley Center
(feet NGVD).

Wichita Estimated water surface elevation in Arkansas River at Wichita (feet NGVD).

Cheney End-of-day pool elevation in Cheney Reservoir (feet NGVD).

Peck Estimated water surface elevation in Ninnescah River near Peck (feet NGVD)

Ark City Estimated water surface elevation in Arkansas River at Arkansas City (feet
NGVD).

Cheney Area End-of-day pool area for Cheney Reservoir (acres)
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Burns & McDonnell. (2003). Final Environmental Impact Statement for Integrated Local Water Supply
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Burns & McDonnell. (2008a, July). Reservoir Evaporation. Prepared from City of Wichita, Department
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Burns & McDonnell. (2008b, October). Equus Beds Groundwater Elevation and Storage Deficit/Stream
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Burns & McDonnell. (2008c, October). Streamflow Estimates (14 October 2008 Draft). Prepared from
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Equus Beds Storage Deficit Relationship Introduction

1.0 INTRODUCTION

The Equuss bed aquiter, located northwest of Wichita, supplies municipal and industrial water for the City
and for agricultural irrigation. Development for municipal use began in the 1930°s. The City owns water
rights for up to 40,000 acre-feet per year (ATY') in the Eguus beds aquifer, one of'its major sources of

municipal and industrial water.

Egquus beds groundwater use for irrigation developed in the 1970°s and 1980°s with additional water
rights granted for an additional amount of about 50,000 AFY. Combined mumicipal and irrigation
pumping is greater than the estimated sate yield of the aquifer, accelerated water level declines resulted,
with the greatest decline or deepest groundwater level being recorded in October 1992.

The City has maintained water level measurements from over 100 monitoring wells since before pumping
began in 1940. The U.S. Geological Survey (USGS) has been analyzing the data and publishing reports
of water-level altitude maps periodically since 1949. More recently, the USGS has been publishing
reports of groundwater levels and storage volume in the Equus beds aquifer under contract with the City

of Wichita.
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20 GROUNDWATER-SURFACE WATER INTERACTION

21 GENERAL

Many studies have addressed the interaction of the Equuss beds aquifer with the Arkansas and Little
Arkansas rivers, including investigationsg by the U.S. Bureau of Reclamation (USBR) and USGS as
reported by Pruitt in 1993 and Myers in 1995.

Prior to groundwater development in the Equuss beds, there was little exchange of water between the
aquifer and the Arkansas River becanse the groundwater gradient was approximately parallel to the river.
The Little Arkansas River, extending from the northern pottions of the aquifer to the east and south and
paralleling the eastern aquifer boundary, serves as a drain to the aquifer. A relatively large amounnt of
annual precipitation, estimated to be about 20 percent, recharges the aquifer and moves downgradient;
that which is not intercepted by pumping ultimately discharges to the Little Arkansas River and lower

reaches of the Arkansas River.

With groundwater development, the potentiometric head of the aquifer was lowered, this created a
gradient from the Arkansas River toward the aquifer and induced infiltration of saline river water into the
aquifer. Additionally, the reduced head in the aquifer reduced the gradient of flow from the aquifer to the

Little Arkansas River causing a decline in the river’s baseflow.

Concerns that high-chloride water was moving into the aquifer and degrading its excellent water quality
led to studies by both the USGS and the USBR. These studies used groundwater modeling to estimate
future impacts to the aquifer under various pumping, recharge and management scenarios. The
groundwater models used by the agencies were also used to evaluate the feasibility for the Wichita Equus
beds aquifer recharge project.

For this analysis, groundwater modeling was used to establish a relationship between water elevation at a
representative target well and aquifer-stream interaction. To develop the relationship, the model was run
at various pumping stresses to determine aquifer inflow from streams and losses to streams at different

elevations at the target well.
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22 GROUNDWATER MODEL

MODFLOW, a three-dimensional, finte-difference groundwater flow model, was used to simulate the
Egquus Beds aquifer in the vicinity of the City of Wichita well field. MODFLOW is a well-documented
groundwater model that is widely used and accepted by many regulatory agencies. The groundwater
model currently in use was originally developed by the USGS office in Lawrence, Kansas (Myers et al
1996). The model was refined by the USBR for analysis of chloride migration in the Burrton, Kansas
ared. The model was later forther refined by Bums & McDomnell Engineering Company, Inc. (Burns &
McDommnell) and used to evaluate the City’s Aquifer Storage and Recovery (ASR) Project and later to
track recharge credits for the accounting reports required by the Kansas Department of Agriculture
Division of Water Resources (DWR).

221 Initial USGS Model

The USGS groundwater flow model was developed to study the stream-aquifer interaction between the
Arkansas River and the Equus Beds aquifer and to help evaluate chloride migration into the aquifer. The
USGS model area includes the current study area along the Little Arkansas River. The original USGS
model grid consists of 34 rows, 42 columns, and 3 layers, and covers an area of approximately 950 square
miles. Row spacing varied from 1000 feet to 10,000 feet; column spacing was 5000 feet. A conceptual
depiction of the model construction is shown in Figure 2.1. The location and extent of the model area is

shown in Figure 2.2.

The model uses constant-head nodes along the margins of the model boundary to represent areas where
the aquifer extends beyond the model boundary. No-flow boundaries represent areas where shale
provides a natural barrier to groundwater low. The model includes areal recharge, evapotranspiration,

stream flow and well pumpage.

More extensive details of the USGS model including information regarding model set-up, calibration,
sensitivity analysis, and model results are contained in Myers et al (1996).

222 USBR Model
The USBR modified the USGS model for a contaminant transport study for the Equus Beds Groundwater
Management District No. 2 (GMD2). To improve the accuracy of the transport modeling, the USBR

reduced model grid spacing and adjusted the grid cells to a more uniform dimension. This resulted in a
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model grid consisting of 54 rows and 84 columns. Details of the USBR modeling are given in Pruitt
(1993).

The primary area of interest during the initial investigation for the ASR Project was the Wichita well
field. Asaresult, the USBR model grid spacing in the well field area was too great for proper analysis,
and the model was re-gridded to provide better resolution in this area. The finest grid spacing was 1000

feet by 1000 feet and resulted in a model domain with 84 rows and 120 columns.

2.2.3 Current Model

2231 Setup and Implementation

The groundwater model used currently for the Wichita ASR accounting has been upgraded and refined
with data acquired during various phases of investigation for the ASR project. Basic model refinements
include reducing model cell size to a uniform 632.5 feet by 617.6 feet, resulting in a grid with 200 rows
and 340 columns. The reduced cell size required repair of stream parameters. Additionally, some

adjustments were made to aquifer parameters in areas where additional data was available.

The original model received from USBR wag translated into a pre- and post-processing software program
{Groundwater Vistas, V 3.0) and the simulations were performed using MODFLOW 98. The current
version of the Wichita Equuis Beds model was recently upgraded to a newer version of Groundwater

Vistas (V 4.0) and is run using MODFLOW 2000,

2.2.3.2 Model Aquifer Parameters

2.2.3.21 Hydraulic Conductivity

The current versions of the model used for recharge credit accounting uses a large number of monitoring,
wells for calibration; however, the calibration at the target well 886 was not particularly good. Well 886
was established by USGS as representative of aquifer heads in the area of greatest historical drawdown in
numerous USGS reports describing water level changes and estimate storage volumes (Hansen, 2007).
Well 886 was used in the original EIS operation model to identify storage volumes available. Model
hydraulic conductivity was reduced by one-half compared to the value used in the USGS model (Myers et
al, 1996) to improve calibration at target well 886 for this application. Some pumping test results in the
general area suggest that a reduction in hydraulic conductivity is appropriate.
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Although these modifications resulted in slight changes to modeled heads, stream gain and loss, and
aquifer storage compared to the previous EIS results, the current results are relatively close to the original
EIS results. Table A-2in Appendix A compares stream gain and loss for the two models, and Figure A-4
compares storage deficits calculated from each model and the USGS storage depletion estimates.

2.23.2.2 Storativity

Specific vield has been reduced from 0.15 to 0.1, and specific storage for the middle and lower layers was
reduced by one-half from 0.0001 " to 0.00005 ™ compared to the original EIS Model and the USGS
transient model (Myers et al, 1996). It should be noted that when computing storage volume changes for
the dewatered portions of the aquifer, the USGS has typically used a specific yield value of 0.2 (Hansen,
2007).

2.2.3.23 Streambed Conductance and Streambed Roughness

Streambed conductance has been reduced from 50 feet/day to 40 fi/d for the Arkansas River, and from 5.0
fi‘d to 4.0 fi/day for the Little Arkangas River compared to the original EIS Model and the USGS
transient model (Myers et al). Several model runs varying the streambed conductance showed that the

model is not very sensitive to this parameter.
Streambed roughness was not modified in the current version of the model.
2.2.3.3 Area Stresses for Model Input

2.2.3.31 Precipitation and Recharge

A percentage of annual precipitation contributes to natural recharge. The USGS used average
precipitation from three area weather stations and then distributed the recharge across the model area
based on soil type, ground cover, and model calibration. The current model employs data from the same

locations used by USGS, plus an additional station added at Newtorn, Kansas.

2.233.2 Stream Flow

Stream flow can contribute to aquifer recharge depending on river stage, river bed conductivity, and
elevation of the underlying groundwater table. Variations in river stage and flow are considered in the
groundwater model using the MODFLOW stream package. In this package, a starting flow is assigned to
the upstream river node with MODFLOW assigning river flow and stage in all downstream nodes. The
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USGS determined that the appropriate starting river flow was that flow with a 70 percent return interval
within the modeled stress period.

The 2007 river flows were used for this model evaluation. At the Alta Mills gage on the Little Arkansas
River, a value of 8.5 cubic feet per second (cfs) was determined for the 70 percent return interval. The
flow for the Arkansas River was determined to be 263 cfs at Hutchinson.

22333 Groundwater Pum ping

Groundwater pumping data for GMD2 has been from Kansas Department of Agriculture Division of
Water Resources (DWR) from the early 1990s. Water use reported in acre-feet by DWR was converted
to average daily pumping rates, and well locations reported in geographic coordinates (latitude and
longitude) were converted to model coordinates. The converted data was then impotted into the model.
For this evaluation, pumping data from 2003 was used as the base case. Pumping rates for the stress
periods were then set at 0, 10, 30, 50, 70, 90, 115, 130 and 145 percent of the base case to stress the
aquifer. The stress period using a pumping rate of 145 percent of the 2003 rates simulated water levels
lower than or approximately equal to those recorded in 1992.

22334 Natural Recharge

The amount of natural recharge entering an aquifer system is based on many factors including the amount
of precipitation, the surface conditions of goil texture and slope, and the type and amount of groundcover.
The GMD?2 has determined that approximately 20 percent of rainfall is recharged to the aquifer. The
USGS groundwater model used average rainfall from Wichita, Hutchison, and Mount Hope for model
input and distributed recharge based on soil type, slope, and land use. Actual values used in the model are
increased or decreased with a ratio of the base case to the precipitation for the current yvear. Since that
time, an additional weather station in Newton has become available. Recharge is distributed across the
model based on soil type and other factors. Recharge for 2003 is based on the anmal rainfall totals

shown in Table 2.1.

22335 Evaporation and Transpiration
Evapotranspiration is estimated in the model. Earlier USGS studies estimated maximum

evapotranspiration to be approximately 3.5 inches per year. The USGS model incorporated a maximum
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Table 2.1
2003 Annual Rainfall Totals
Station 2003 Precip. (in.)
Hutchinson E. 3542
Mount Hope 27.64
Wichita 32.60
Newton 36.05
Average 32.93

value of 3.5 inches per year when the water table is at the surface. The rate is reduced with deeper

groundwater levels and is equal to 0 when the water table is 10 feet or more below the surface.

2.2.34 Model Calibration
Modeled pumping rates were based on the period (2003) in which the highest observed pumping rates in

recent history occurred (where more complete records are available).

Calibration was performed by comparing modeled heads at the end of the 100% stress period (2003) to
the observed heads at well 886 at the end of 2003 (actually measured in early 2004).

Reductions in the values for hydraulic conductivity and storage were required to simulate aquifer heads at
the target well 886, established by USGS as representative of aquifer heads in the area of greatest
historical drawdown (Hansern, 2007). This essentially results in calibrating to a single point as opposed to

multiple points in previous versions of the model.

Final calibration resulted in difference of 5.4 feet between the model and observed values (modeled
elevation 1384.7 vs. observed 13794 feet).

The current model has a water budget mass balance discrepancy of -0.08 percent, a residual mean of -9.44
feet, and an absolute residual mean (compared to observed January 2004 water level measurements in 38
index monitoring wells) of 9.50 feet. The absolute residual mean is the average absolute difference
between measured water levels and computed water levels at the same location. Differences are due to

seasonal variations in local weather (techarge), timing of local pumping, and other operations factors.
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3.0 GROUNDWATER ELEVATION - STREAM GAIN AND LOSS

3.1 INFILTRATION FROM STREAMS

When aquifer levels are lower than water levels in a stream, there is a potential for water inflow or
infiltration from the stream to the aquifer. The amount of flow depends on the difference in water levels
and the permeability of the streambed. The rate of infiltration from streams is reported in the model water
budget for each time and stress period. For this evaluation it is assumed that the infiltration is from the
Arkansas River. Minor amounts may actually infilirate from the Little Arkansas River, however, the
amount reported in the model is the net impact on the aquifer. The data from the ten stress periods are
graphed with the calculated water level at Monitoring Well 886 to illustrate the change in river inflow

dynamics with changes in groundwater elevation (Figure 3.1).

Figure 3.1

Modeled Groundwater Elevation at Monitoring Well 886
vs. Aquifer Loss/Gain to Streams
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Equus Beds Storage Deficit Relationship Groundwater Elevation - Stream Gain and Loss

3.2 GROUNDWATER DISCHARGE TO STREAMS

When aquifer levels are higher than water levels in a stream, there is a potential for water inflow or
mfiltration from the aquifer to the stream. The amount of flow depends on the difference in water levels
and the permeability of the streambed. The rate of aquifer loss to streams is reported in the model water
budget for each time and stress period. Forthis evaluation, it is assumed that aquifer losses are to the
Little Arkansas River. Minor amounts may actually be lost to the Arkansas River; however, the amount
reported in the model is the net impact on the aquifer. Data from the ten stress periods are graphed with
the calculated water level at Monitoring Well 886 to illustrate the change in river inflow dynamics with

changes in groundwater elevation (Figure 3.1).
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Equus Beds Storage Deficit Relationship Groundwater Elevation - Storage Deficit

40 GROUNDWATER ELEVATION - STORAGE DEFICIT

The City of Wichita, GMD2, and the USGS collect water level datain over 100 momnitoring wells on a
quarterly basis to monitor groundwater level changes. The USGS identified four noteworthy periods of
water-level changes. They include the initial period of pumping, the severe drought conditions of the
mid-1950’s, a period of relatively stable levels from 1958 to 1977, and a period of declines due to
increased irrigation pumping from 1978 to 1992. Subsequent to these identified periods, the City has
adopted its Integrated Local Water Supply Plan Project (Project) which calls for greater use of water from
Cheney Reservoir when available and reduced pumping from the Equus beds aquifer. The reduced

withdrawal from the aquifer has resulted in recent rebound of water levels.

4.1 USGS STORAGE VOLUME ESTIMATES

In the current USGS report (Hansen, 2007), three water-level altitude maps of the water level data are
presented. These include 1940 (pre-development), 1992 (lowest levels recorded), and current (2006)
levels. Additionally, a number of water level change maps showing the difference in water levels for

several periods are presented.

The USGS selected monitoring well 886 as a representative descriptor of historical water-level changes in
the area of maximum water-level declines which occur in the central part of the study area near the
historic center of pumping by the City. Figure 4.1 is a hydrograph of water levels recorded in monitoring
well 886.

The USGS has calculated the storage-volume changes for several time periods covering the recorded well
field data (Hansen, 2007). USGS defines the changes in storage volume as the change in saturated
aquifer volume multiplied by the specific yield of the aquifer; aspecific vield of 0.2 has been used by the
USGS as representative of the Equus beds aquifer. Volume calculations were computed uging computer-
generated Thiessen polygons based on the measured water-level changes at wells and manually drawn
lines of equal water-level change (Hansen, 2007). Table 4.1, developed by the USGS, lists the calculated
storage-volume changes in acre-feet and percent for various time periods for the complete study area and

the central part of the study area which is the immediate areal extent of the Wichita municipal wells.
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Equus Beds Storage Deficit Relationship Groundwater Elevation - Storage Deficit
Figure 4.1
Hydrograph of Water Levels in Monitoring Well 886
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4.2 DETAILED STORAGE VOLUME ESTIMATES

Storage volumes were determined by Bums & McDonnell for each section in the immediate study area,
based on drilling and geophysical logs obtained for this project. The total thickness of coarse- and fine-
grained material within the allowable vertical ASR zone was determmined and storage factors were applied
to calculate the total available volume within each section. The calculated total available volume for the
immediate study area is about 200,000 acre-feet. Thisis comparable to the USGS evaluation for a
slightly larger study area. Details of the evaluation, drill logs, cross-sections and methods are described
in the Concept Design Report (Burns & McDonnell, 2000).

421 Storage Volume — Groundwater Level Relationship

A relationship between water levels in target well 886 and storage volumes calculated by the USGS is
shown in Figure 4.2. The Figure shows the USGS calculated changes in storage from 1940 levels with
well 886 elevations for the time of the calculations.

Table A-1 shows the modeled aquifer-stream losses and gains with groundwater elevations at target well
886 and the storage-volume deficit based on the USGS calculations as gshown in Figure 4.2. The

n
=
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Equus Beds Storage Deficit Relationship Groundwater Elevation - Storage Deficit

Figure 4.2
Well 886 Elevation - Storage Change
USGS SIR 2006-5321
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relationship between the storage-volume deficit and the aquifer-stream losses and gains is used directly in

the operation model. Table A-2 compares the current model values with the original EIS estimates.
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Equus Beds Storage Deficit Relationship Groundwater Elevation - Storage Deficit

Table 4.1
Storage-volume changes in Equus Beds Aquifer near Wichita,
South-central Kansas, August 1940-January 2006.

Change in storage volume in the stndy area Change in storage volume in the central part of the
study area
End date of Since Since Since Since Since Since Since Since
time period August October October January August October October January
1940 1992 1992 2003 1940 1992 1992 2003
(acre-feet) (acrefeet)  (percent) (acre-feet) | (acrefeet) (acre-feet) (percent) (acre-Teet)
October 1992 '-283,000 w ol i 1-159,000 g ol i
January 1993 *-255,000 +28,000 +10 e *-154,000 +5,000 +3 s
January 2000 '-126 000 *+157,000 +55 m 1-70,600 *+88,400 *+56 =n
April 2000 *.101,000 *+182,000 +64 -- 74,500 “+84,500 +53 --
January 2003 *.159,000 34+124,000 +44 i #-83,400 *+75,600 +48 e
April 2003 -153,000 +130,000 +46 16,000 84,400 174,600 +47 -1,000
July 2003 -197 000 186,000 +30 -38,000 -89,300 +69,700 +44 -5,900
October 2003 -186,000 97,000 +34 -27,000 -92,300 +66,700 +42 -8.900
January 2004 -170,000 +113,000 +40 -11,000 -89,900 +69,100 +43 -6.500
April 2004 -147 000 +136.000 +48 +12,000 -83,600 175,400 +47 -200
TJuly 2004 -166,000 +117.000 +41 7,000 -86,900 +72,100 +45 -3,500
October 2004 -158,000 +125,000 +44 +1,000 -50,200 172,800 +46 -2,800
January 2005 -143,000 +140,000 +49 +16,000 -82,700 +76,300 +48 +700
April 2005 -131,000 +152,000 +54 +28,000 -80,500 178,500 +49 12,900
July 2005 -137 000 +146,000 b +22,000 -74,300 +84,700 +53 +9,100
October 2005 -131,000 +152,000 +54 +28,000 74,300 184,700 +53 19,100
January 2006 -127 000 +156,000 +53 +32,000 -68,900 +90,100 +57 +14,500

! Storage-volume change previously reported by Hansen and Aucott (2001).
% Storage-volume change previously reported by Aucott and Myers (1998).
E Storage-volume change previously reported by Hangen and Aucott (2004).

(Tatle from USGS Scientific Investigations Report 2006-5321)
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Equus Beds Storage Deficit Relationship References
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Equus Beds Storage Deficit Relationship

Appendix A - Groundwater Model Information

Table A-1

Equus Beds Elevation-Storage-Gain-Loss Data

Storage Gain from Loss to Little

Elevation Deficit Arkansas Arkansas

({feet)* (acre-feet)* River (cfs) River {(cfs)
1342 NA NA NA
1360 280,000 100 38
1366 245,000 a9 43
1370 212,000 a2 44
1375 173,000 73 48
1380 135,000 62 53
1385 95,000 54 60
1390 55,000 48 70
1395 20,000 38 a2
1396 10,000 38 a5
1402 0 29 99

* Aquifer head at monitoring well 886
** Storage deficit read directly from graph and rounded to nearest 1000 ac-ft

Table A-2

Equus Beds Elevation-Storage-Gain-Loss Data

Original EIS Model

ElS Model Update

Elevation Gain from Loss to Gain from Loss to
(feet)* Streams (cfs) Streams (cfs) Streams (cfs) Streams (cfs)
1342 138.2 -2.0 NA NA
1360 9205 8.2 100 38
1366 74.5 11.6 89 43
1370 63.9 13.9 82 44
1375 57.3 19.8 73 48
1380 50.2 29.2 62 53
1385 40.3 41.9 54 60
1380 291 56.3 48 70
1395 17.7 720 38 82
1386 15.1 752 36 85
1402 NA NA 29 a9
* Aquifer head at monitoring well 886
1 A
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Equus Beds Storage Deficit Relationship Appendix A - Groundwater Model Information

Figure A-1. Hydraulic Conductivity Zones in Layer 1

LAYER 1 HYDRAULIC CONDUCTIVITY ZONES

Figure A-2. Hydraulic Conductivity Zones in Layer 2
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Equus Beds Storage Deficit Relationship Appendix A - Groundwater Model Information

Figure A-3. Hydraulic Conductivity Zones in Layer 3
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Equus Beds Storage Deficit Relationship Appendix A - Groundwater Model Information

Figure A-4. Comparison of Storage Deficit vs Aquifer Head
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RESERVOIR EVAPORATION RATES

This appendix documents the reservoir evaporation rate estimates that have been developed for use in
planning studies for the City of Wichita’s Integrated Local Water Supply (ILWS) Plan. Discussed below
are the base climatic and hydrologic data, the methodology used to develop the evaporation estimates and

the resulting estimates.

Background

A computer model was developed to simulate operation of the ILWS system under various scenarios.
This operations model was used initially to help with the conceptual design of the ILWS system and later
to quantify potential hydrologic impacts for the project’s environmental impact statement (ELS). The
operations model calculates a water balance for the ILWS system each day during the 85-year model

simulation period (water years [WY] 1923-2007) using the following hydrologic data:

e Historical mean daily stream discharge at selected points within the project area

e Historical monthly reservoir evaporation rates

e Available storage and other physical data for Cheney Reservoir

e Available storage, natural recharge and other parameters for the Equus Beds aquifer

e City’s current and projected water demands

e Irrigation demands for agriculture in the Equus Beds Well Field area

e Minimum desirable streamflow requirements

e Supply capability and other operating parameters for all current and potential water supply sources

e Preferred allocation order for each water supply source

The City’s existing Cheney Reservoir is one of the principal supply sources in the ILWS system. This
reservoir is located on the North Fork Ninnescah River (North Fork) about 26 miles west of downtown
Wichita. Simulating the operation of this reservoir requires estimates of all significant inflow to and
outflow from the reservoir, including the net evaporation from the reservoir surface. The evaporation rate

estimates discussed below were used to estimate the net evaporation losses from this reservoir.
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Climatic Data

The evaporation rate estimates are based directly or indirectly on recorded climatic data. The climatic data

utilized in this analysis are described below:

Pan Evaporation Data

The City of Wichita has collected pan evaporation data at Cheney Reservoir since shortly after the
reservoir was placed in service. These data were provided to Burns & McDonnell in the form of monthly
pan evaporation rates. The period of record for these data is September 1965 through August 2008;

however, there are frequent missing values during the winter months prior to 1975.

Pan evaporation data for two other stations in the vicinity of Cheney Reservoir were also collected for

comparison purposes. These data are described below:

e Wichita Weather Service Office: The National Weather Service has developed estimates of average

monthly pan evaporation at the Weather Service Office (WSO) in Wichita for the period 1956-1970
(NOAA, 1982b). This office is located near the Wichita airport, which is about 21 miles east-

southeast of Cheney Reservoir.

o Fall River Dam: Pan evaporation data were collected at Fall River Dam from 1948—1978. This dam is

located approximately 95 miles east of Cheney Reservoir.

The pan evaporation data available from these sources were converted into estimates of lake, or free water
surface, evaporation by multiplying by a pan coefficient of 70 percent (NOAA, 1982a). Table 1 and
Figure 1 present the average monthly lake evaporation rates calculated from these data. Review of this
table and graph show that the recorded monthly evaporation at Cheney Reservoir is typically higher than
at the other two locations. This condition is not unexpected because evaporation in Kansas tends to

increase in a westerly direction as the climate becomes more arid.

Other Climatic Data
Other types of monthly climatic data were also collected for use in these evaporation rate estimates. These
additional data were all collected at the National Weather Service office in Wichita. The available types

of climatic data, along with their respective units and periods of record, are listed below:
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Table 1: Average Monthly Lake Evaporation Rates (inches)

Month Cheney Reservoir*® | Wichita WSO | Fall River Dam®®
Jan 1.32 1.14 0.71
Feb 1.48 1.47 1.65
Mar 2.58 2.90 3.12
Apr 4.52 4.12 4.92
May 5.46 5.25 5.40
Jun 7.11 6.13 6.08
Jul 8.41 6.76 7.22
Aug 7.61 6.42 6.98
Sep 5.14 4.20 4.50
Oct 3.84 3.28 3.41
Nov 2.03 1.84 1.88
Dec 1.53 1.39 0.75

Annual 51.03 44.90 46.62

May-Oct 37.57 32.04 33.59

a. Calculated from recorded or estimated pan evaporation data using pan coefficient of

70 percent.

b. Pan evaporation data collected by City for period Sep 1965-Aug 2007.

c. National Weather Service estimates of pan evaporation for period 1956-1970.

d. Pan evaporation data collected for period 1948-1978.
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Figure 1: Average Monthly Lake Evaporation Rates

Monthly Lake Evaporation (inches)
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= Wichita WSO
[ Fall River Dam

Aug Sep

e Average monthly temperature (degrees F.) — Jan 1922—Dec 2007

e Total monthly precipitation (inches) — Jan 1930-Dec 2007

e Average monthly relative humidity (percent) — Jan 1954-Dec 1997

e Average monthly wind speed (miles/hour) — Jan 1954—Dec 1997

e Average monthly barometric pressure (millibars) — Jan 1954-Dec 1997

Oct

Dec

e Average monthly sunshine (percent of possible sunshine) — long-term averages by month only

e Average solar radiation (megajoules/square meter) — long-term averages by month only

Average monthly values for these data are listed in Table 2. Appendix A contains a complete listing of the

data types that have long periods of record: temperature, precipitation, relative humidity, wind speed and

barometric pressure. As noted above, many of these data types are only available starting in 1954. For

earlier periods when these data types are missing, long-term average monthly values were used as a

substitute for actual monthly data.

Table 2: Average Monthly Climatic Data®

Month

Temper-

ature

Precip-

itation

Percent

Sunshine

Relative

Humidity

Solar

Radiation

Wind
Speed

Baro.

Pressure
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(deg. F.) | (inches) (percent) | (MJ/m?) | (mph) | (millibars)
Jan 31.3 0.88 61 74.4 9.29 10.0 971.5
Feb 36.5 1.03 61 72.8 11.97 10.9 970.2
Mar 45.0 2.07 61 69.4 15.99 11.6 966.7
Apr 56.2 2.67 64 69.4 19.76 11.8 965.7
May 65.6 4.04 65 74.4 22.78 10.3 965.4
Jun 75.7 4.47 70 72.8 25.20 10.2 965.7
Jul 81.1 3.42 76 67.8 22.12 9.3 967.4
Aug 81.0 3.25 75 68.8 19.32 9.1 967.8
Sep 71.1 3.21 68 72.6 18.71 9.7 968.6
Oct 59.3 2.48 65 71.5 14.40 9.9 969.4
Nov 44.9 1.50 59 73.4 10.26 10.2 969.4
Dec 34.7 1.16 58 75.2 8.29 9.8 970.8

a. All of these data were collected at the Wichita Weather Service Office. The period of record for these data

varies. Percent sunshine and solar radiation available only as long-term averages by month.

Evaporation Model

The pan evaporation data collected by the City at Cheney Reservoir are considered to provide the best
possible estimates of reservoir evaporation when available (Table B-1 in Appendix B). However, these
data start in the mid-1960s when the reservoir was placed in operation and do not cover the entire
simulation period used in the operations model (WY 1923-2007). For the period prior to 1965, reservoir
evaporation rate estimates were calculated for Cheney Reservoir using Burns & McDonnell’s ETCALC
computer model. This model uses a form of the Penman Equation to estimate evaporation depths. In

general, the ETCALC model uses the following procedure to estimate evaporation rates.

e Advective Losses: The ETCALC model contains a number of relationships to estimate advective, or

aerodynamic, losses from the reservoir surface. Advective losses occur as water evaporates from the
reservoir into the air immediately over the water surface. This process will occur whenever this air is
unsaturated with water vapor (that is, has a relative humidity less than 100 percent). Wind that flows

across the reservoir surface will then carry this “wetter” air away and replaces it with air that is
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relatively drier, allowing the process to continue. Advective losses are primarily a function of air

temperature, relative humidity and wind speed.

e Energy Budget: A substantial amount of heat energy is required to transform water in liquid form into
water vapor. The ETCALC model also contains relationships to estimate the amount of evaporation
that would occur using an energy budget, or heat balance, methodology. The principal source of heat
energy that controls evaporation is the Sun. Incident solar radiation at the reservoir varies seasonally,
based on the inclination of the Earth’s axis and its distance from the Sun, and with the amount of

cloud cover (percent possible sunshine).

e  Weighting Function: The Penman Equation uses a weighting function to estimate potential

evapotranspiration from the separate advective loss and energy balance estimates. This weighting
function is based on the slope of the saturation-vapor-pressure versus temperature curve at the given

air temperature. (Linsley, et. al., 1982).

The relationships build into the ETCALC model — the relationships that estimate the advective loss,
energy budget and weighting function terms described above — use the types of climatic data listed in the
previous section as inputs. For the most accurate evaporation estimates, these inputs should be daily data.
However, records of daily climatic data have become widely available only in recent years. Therefore the

ETCALC model was designed to use monthly inputs and generate monthly evaporation rate estimates.

Model Calibration

The ETCALC model must be calibrated to yield accurate evaporation estimates. There are two calibration
coefficients available in the model that can be used to adjust the resulting evaporation rate estimates. The
model was calibrated using the available pan evaporation data collected by the City at Cheney Reservoir,
which start in September 1965. When available, the ETCALC model will use recorded evaporation data
to calculate a goodness-of-fit statistic based on the differences between monthly recorded and estimated
evaporation rates (sum of the squares of the residuals). For calibration, the ETCALC model was executed
for a period September 1965—December 1996. The calibration coefficients were adjusted by trial and

error until a minimum value for this goodness-of-fit statistic was obtained.
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Evaporation RATE Estimates

Once the ETCALC model was successfully calibrated, it was re-executed to estimate monthly evaporation
rates for the entire simulation period, WY 1923-2007. The evaporation rates estimated in the ETCALC
model are gross rates for Cheney Reservoir. These estimated evaporation rates were combined with the
data recorded by the City to yield a composite record. That is, whenever recorded evaporation data were
available, they were used in preference to values estimated by the ETCALC model. The resulting gross

evaporation rate estimates are listed in Table B-2.

Precipitation that falls directly on the surface of Cheney Reservoir will tend to offset some of the gross
evaporation from the reservoir. The resulting evaporation — gross evaporation less direct precipitation —
is referred to as net reservoir evaporation. Not all of the precipitation that strikes the surface of a reservoir
is considered to reduce evaporation. In the absence of the reservoir, some of this precipitation would have
run off from the portion of the watershed that is covered by the reservoir itself and contribute to the
discharge in the North Fork. This direct runoff was accounted for in the reservoir’s inflow estimates.
Therefore, to avoid double counting this water, monthly net evaporation estimates (N) were calculated

using the following formula:

N=G-P+R

In this equation, G is the estimated monthly gross evaporation and P is the estimated total monthly
precipitation at Cheney Reservoir. The direct runoff component (R) is also a function of precipitation and
was estimated to be 30 percent of direct precipitation. Substituting this relationship for direct runoff (R =

0.3P) into the above equation yields the following equation for net evaporation:

N=G-07P

Substituting the values of gross evaporation (G) (Table B-2) and precipitation (P) (Table A-2), yields the
monthly net evaporation rates estimates. These net evaporation rates are listed in Table B-3. These net

evaporation rates can be negative in months when precipitation exceeds evaporation.

Summary

Table 3 is a summary that lists average monthly rates for gross and net evaporation. Figure 2 is a graph of

estimated annual gross and net evaporation rates that shows how these rates vary from year to year.
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Table 3: Average Monthly Evaporation Rates at Cheney Reservoir

Gross Evaporation Net Evaporation
Month :
(inches) (inches)
Jan 1.53 0.85
Feb 1.71 0.92
Mar 2.66 0.94
Apr 4.18 2.04
May 5.25 2.01
Jun 6.88 3.26
Jul 8.31 5.57
Aug 7.86 5.26
Sep 5.47 2.90
Oct 4.08 2.10
Nov 2.27 1.06
Dec 1.68 1.06
Annual 51.88 27.67

Review of Figure 2 shows that annual gross evaporation ranged from a low of 38.02 inches in 1969 to a
high of 71.42 inches in 1966; annual gross evaporation averages 51.88 inches. Annual net evaporation is
more variable than gross evaporation because it is influenced by precipitation, which can vary

significantly from year to year. The range in annual net evaporation was from about 5 to 60 inches, with

an average of nearly 28 inches.
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Figure 2: Annual Gross and Net Reservoir Evaporation (inches)
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The operations model uses a daily time step so it requires estimates of daily evaporation. The daily
evaporation rates used in the operations model were estimated from these monthly data by simply

dividing the monthly totals by the number of days in each month to yield average daily values by month.
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Attachment D

Supplemental Information on Streamflow Discharge Development for RESNET
Model
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STREAMFLOW ESTIMATES

This appendix documents the streamflow estimates that have been developed for use in planning studies
for the City of Wichita’s Integrated Local Water Supply (ILWS) Plan. Discussed below are the base
historical streamflow data, the methodology used to synthesize flow estimates, and the resulting

estimates.

Background

A computer model was developed to simulate operation of the ILWS system under various scenarios.
This operations model was used initially to help with the conceptual design of the ILWS system; it was
later used to quantify potential hydrologic impacts for the project’s environmental impact statement (EIS).
The operations model calculates a water balance for the ILWS system each day during the 85-year model

simulation period (water years [WY] 1923-2007) using the following hydrologic data:

e Historical mean daily stream discharge at selected points within the project area

e Historical monthly reservoir evaporation rates

e Available storage and other physical data for Cheney Reservoir

e Available storage, natural recharge and other parameters for the Equus Beds aquifer

e City’s current and projected water demands

e Irrigation demands for agriculture in the Equus Beds Well Field area

e Minimum desirable streamflow requirements

e Supply capability and other operating parameters for all current and potential water supply sources

e Preferred allocation order for each water supply source

The ILWS system is represented in the operations model as a network of nodes with connecting links.
The majority of the model nodes represent locations on project area streams; the remaining nodes
represent off-stream features, such as well fields, treatment plants and pipeline junctions. A schematic of
the overall operations model network is shown in Figure 1. The nodes shown in Figure 1 with dark
shading are stream nodes that receive unregulated surface runoff. These stream nodes are listed in Table 1

along with their corresponding node numbers.
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Figure 1: Operations Model Schematic

(see Page A4 of Attachment A)
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Table 1: Model Stream Nodes with Unregulated Inflow

Model Stream Node (Node Number)

Model Stream Node (Node Number)

Arkansas River near Hutchinson (10)
Arkansas River near Maize (20)

Little Arkansas River at Alta Mills (30)
Little Arkansas River at Halstead (40)
Little Arkansas River near Sedgwick (50)
Little Arkansas River at Valley Center (60)

Little Arkansas River at Mouth (70)

Arkansas River at Wichita (80)

NF Ninnescah River at Cheney Reservoir (90)
Ninnescah River near Peck (100)

Arkansas River at Arkansas City (110)

To maintain a daily water balance for the ILWS system, the operations model requires estimates of mean

daily streamflow at each of these stream nodes. As there is no practicable method available that can

predict future hydrologic conditions with any certainty, these streamflow estimates are based on historical

data. These historical data are used as a surrogate for possible future streamflow. The historical

streamflow estimates developed for the operations model are described below.

Recorded Stream Discharge Data

In the United States, stream discharge data are collected primarily by the U.S. Geological Survey

(USGS). Although the USGS maintains a network of stream gaging stations located throughout the

country, it does not operate gaging stations at each of the stream nodes identified above. Therefore, it was

necessary to synthesize some of the stream discharge data used in the operations model from those data

that were available. The available stream gages of interest in the project vicinity are listed in Table 2

along with other relevant data. A map showing the locations of these gages is included as Figure 2

(USGS, no date). The recorded mean daily discharge for these gages was downloaded from the USGS’

National Water Information System (NWIS), an online database system.

Review of Table 2 shows these streamflow records start as early as 1921 for the Arkansas River;

however, only two of these gages, the Little Arkansas River at Valley Center (Station 07144200) and

Arkansas River at Arkansas City (Station 07146500), have long continuous records. Under the ILWS

plan, the Little Arkansas River is the primary new water source, both for direct use and aquifer recharge;

therefore, this gage’s period of record was used to define the simulation period for the project operations

model: WY 1923-2007 (October 1922—September 2007).
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Table 2: USGS Stream Gaging Stations?®

_ Location | Drainage | Period
Station _ b
Name (Latitude/ Area of
Number ) _
Longitude) | (sg. mi.) Record
37°56°47” 10/01/59-
07143330 | Arkansas River near Huchinson, KS 31,724
97°45°29” 09/30/07
37°46°53” 03/01/87-
07143375 | Arkansas River near Maize, KS 31,924
97°23°33” 09/30/07
37°42°30” 10/01/21-
07143400 | Arkansas River near Wichita, KS 31,978
97°21°50” 03/31/35
38°06°44” 06/06/73-
07143665 | Little Arkansas River at Alta Mills, KS 681
97°35°30” 09/30/07
38°01°43” 05/01/95
07143672 | L. Arkansas River at Hwy 50 near Halstead, KS 685
97°32°25” 09/30/07
37°52°59” 10/01/93-
07144100 | Little Arkansas River near Sedgwick, KS 1,165
97°25°27” 09/30/07
37°49°56” 06/10/22-
07144200 | Little Arkansas River at Valley Center, KS 1,253
97°23°16” 09/30/07
07144200 | Little Arkansas River Floodway* --- --- -
37°38°41” 10/01/34-
07144300 | Arkansas River at Wichita, KS 33,227
97°20°06” 09/30/07
07144300 | Big Slough-Cowskin Floodway*
) 37°32°34” 10/01/68-
07144550 | Arkansas River at Derby, KS 33,567
97°16°31” 09/30/07
37°50°41” 07/01/65-
07144780 | N. Fork Ninnescah River above Cheney Res., KS 550
97°56°09” 09/30/07
37°43°17” 10/01/64-
07144795 | North Fork Ninnescah River at Cheney Dam, KS 664
97°47°39” 09/30/07
07144800 | North Fork Ninnescah River near Cheney, KS 37°40°00” 685 10/01/50-
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97°46°00” 09/30/64

37°27°26” 04/01/38-
07145500 | Ninnescah River near Peck, KS 1,785

97°25°20” 09/30/07

37°03°23” 10/01/21-
07146500 | Arkansas River at Arkansas City, KS 36,106

97°03°32” 09/30/07

a. The available data at these gaging stations were downloaded from USGS NWIS database system.

b. Contributing drainage area.

c. During periods of high flow, some of the flow in the Little Arkansas River is diverted through the Little
Arkansas Floodway into the Arkansas River. Flow data for Station 07144200 is a composite of flow in main
stem of Little Arkansas River and Little Arkansas River Floodway.

d. During periods of high flow, some of the flow in the Arkansas River is diverted around Wichita through the
Big Slough-Cowskin Floodway. These diverted flows re-enter the Arkansas River downstream of Wichita
near Derby, KS. Flow data for Station 07144300 is a composite of flow in main stem of Arkansas River and

Big Slough-Cowskin Floodway.
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Figure 2: Location Map for USGS Stream Gages
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Stream discharge can vary significantly from day to day and year to year based on weather patterns and
other factors. On an annual basis, this variability is illustrated in a graph of the annual discharge in the
Little Arkansas River at Valley Center (Valley Center gage) (Figure 3). These annual discharges have
ranged from a low of approximately 18,000 acre-feet in WY 1934 to 1.23 million acre-feet in WY 1993, a

factor of more than 100.

Source: USGS Little Arkansas River at Valley Center, KS gage (Station 07144200).

1.2 5

1.0 5

0.8 4

0.6 -

Annual Discharge (million acre-feet)

0.2 4

0.0 T

1920 1930 1940 1950 1960 1970 1980 1990 2000 2010

Water Year

Figure 3: Annual Discharge in Little Arkansas River at Valley Center

For water supply purposes, the most critical periods during the available record are times of drought. In
Kansas and much of the central plains region, the drought of record occurred in the mid-1950s. Following
widespread flooding in WY 1951 and normal flows in WY 1952, the next four consecutive water years
(1953-1956) proved to be exceptionally dry. Individually, there were several water years during the “dust
bowl” of the 1920s and 1930s that were drier than these four years (1934, 1936, 1926, 1931, and 1925),
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but never more than two in a row. This drought generally ended in February 1957 with heavy rains across

the region.

On a daily basis, the mean flow at the Valley Center gage has ranged from 1.1 to 28,600 cubic feet per
second (cfs), and averages 315 cfs. Figure 4 is a flow duration curve for this stream gage that shows this
daily variability. From this figure, the median (50 percent) discharge in the Little Arkansas River is
shown to be 59 cfs, approximately one fifth of the average flow. The 10- and 90-percent flows at this
gage are 494 and 21 cfs, respectively.
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Source: USGS Little Arkansas River at Valley Center, KS stream gage
(Station 07144200), WY 1922-2007.
1 I I I I I I I I I 1
0 10 20 30 40 50 60 70 80 90 100

Percent of Time Flow is Equaled or Exceeded

Figure 4: Flow Durations in Little Arkansas River at Valley Center

Natural Stream Discharge

Natural stream discharge is the discharge that would have occurred in a stream without any man-made
influences. These influences can include construction of an upstream reservoir, direct withdrawals for
water supply or irrigation, or indirect withdrawals caused by groundwater depletions. Over time, these
influences tend to become more pronounced as the water resources within a stream’s watershed area are

developed.
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As a typical first step in the development of a computer model for a water supply system, the available
recorded streamflow data are naturalized. That is, they are adjusted to reflect estimated natural conditions
by attempting to remove the affects of significant man-made influences. Estimating these influences,
however, requires detailed records of applicable stream withdrawals and reservoir operations plus
estimates of stream-aquifer interactions (discharges from aquifer to stream and depletions from stream to
aquifer). Unfortunately, many of the necessary historical data often do not exist. Even where these data do

exist, collection of these data can become a daunting task for a watershed the size of the Arkansas River.

Within the ILWSP project area, there are three primary streams of interest: the North Fork Ninnescah,

Little Arkansas and Arkansas rivers. Each of these streams is discussed separately below.

North Fork Ninnescah River

The North Fork Ninnescah River is home to Cheney Reservoir. Other than Cheney Reservoir itself, there
is little development within this watershed that would significantly impact streamflow volumes. Land use
within the watershed upstream of the reservoir is largely agricultural. Some of this cropland is irrigated
but this water is supplied from groundwater and not by diversions from the river. The flow in this river
and its tributaries is sporadic enough that surface water diversions have limited utility without
accompanying storage. The City has relatively senior surface water rights for Cheney Reservoir and a

comprehensive watershed protection program is in place for the reservoir’s catchment area.

There are two stream gages on this stream that were used to estimate Cheney Reservoir inflow. The gage
near Cheney (Station 07144800) is located below Cheney Dam; this gage was discontinued when the
reservoir was placed in service. The other gage of interest (Station 07144780) is located above the
reservoir. As a result, neither of these flow records requires adjustment because of the reservoir.
Therefore, given there has been little other surface water development in this watershed, the recorded

flow at these two gages is considered reasonably equivalent to natural flow.

About 15 miles downstream of Cheney Reservoir, the North and South Forks meet to form the main stem
of the Ninnescah River. There is another stream gage downstream on the Ninnescah River that was
included as a stream node in the operations model: Ninnescah River near Peck (Station 07145500). About
37 percent of this gage’s drainage area is located above Cheney Dam and the recorded flow at this gage
has been impacted by operation of the reservoir since it went online in 1964. Therefore, the recorded

flows at this gage are generally less than natural in recent years. However, this node was included in the
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operations model only to show the impacts (discharge differences) of the various alternatives. For this

reason, natural flow at this gage was not estimated.

Little Arkansas River

The Little Arkansas River is the major new water source that will be developed under the ILWS plan. The
water in this river will be used directly to meet current City water demands and for aquifer recharge. Land
use within this river’s watershed is mostly agricultural, except at its extreme northern extent where the
City of McPherson is located. Water supplies within this area are derived almost exclusively from
groundwater. There are a few small surface water rights on the Little Arkansas River but none result in

significant depletions.

There are four USGS stream gages on the Little Arkansas River that were used as stream nodes in the
operations model: Alta Mills (Station 07143665), Halstead (Station 07143672), Sedgwick (Station
07144100), and Valley Center (Station 07144200). Given the general lack of significant surface water
diversions within the Little Arkansas River watershed and the Alta Mills gage’s location relatively high in

the watershed, no adjustments were made to this gage’s record.

Similarly, the flow record at the Sedgwick, Halstead and Valley Center gages has not been significantly
influenced by surface water diversions. However, groundwater discharge from the Equus Beds aquifer
does contribute to the base flow in the river at these gages. The operations model includes routines to
estimate this groundwater discharge so the incremental runoff between these gages was adjusted later to
remove the estimated historical groundwater discharge. This process avoids double counting of this

groundwater discharge in the operations model and yields more accurate results.

Arkansas River

The Arkansas River runs through Wichita but because of its poor quality characteristics (high saline
content), it is not currently a major water source for the City; use of this water source will increase under
the ILWS plan but not significantly. Above Wichita, the Arkansas River drains a contributing watershed
that covers more than 33,000 square miles, including about one-half of the State of Kansas. The water
resources of the Arkansas River have been extensively developed, with the first ditch diversions for

irrigation occurring in the late 1800s.
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Although these surface water diversions have impacted the flow in this river, the more significant impacts
have occurred because of groundwater development. The High Plains and other aquifers of the central
plains states have been developed extensively for irrigation, municipal, and industrial use. This
groundwater usage exploded beginning in the late 1960s with the development of reliable center pivot
irrigation systems, which encouraged farmers to begin irrigating thousands of square miles of cropland in
eastern Colorado and western Kansas. The resulting declines in groundwater levels have turned the
Arkansas River into a losing stream; historically, the discharge from alluvial aquifers helped maintain the
base flow in this river. Figure 5 provides an illustration of just how significant these flow impacts have
been. This graph shows the annual flow in the Arkansas River at Dodge City, which is located about 150
miles west of Wichita. Prior to the 1970s, the discharge at Dodge City was typically 40,000 acre-feet or

more even in drier years. By the mid-1970s, typical dry-year flows had dropped to zero or nearly zero.
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Source: USGS Arkansas River-at Dodge City, KS gage (Station:07139500).
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Figure 5: Annual Arkansas River Discharge at Dodge City

Downstream in Wichita, the impacts of stream depletions can be seen when comparing flow durations for
periods before and after this groundwater development period. Figure 6 shows two flow duration curves
for the Arkansas River at Wichita: one for water years (WY) 1935-1975 and the second for WY 1976—
2007. Examination of these graphs show that flows have typically decreased in the midrange, from about

20 to 80 percent. However, the lowest flows — those with durations greater than 85 percent — have
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actually increased. This latter observation is counterintuitive but may be a result of increased wastewater

or other man-made discharges.
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Figure 6: Flow Durations for Arkansas River at Wichita

Naturalizing the flow records for the Arkansas River would require collecting historical data on direct
stream diversions from the river and its tributaries, and on groundwater withdrawals plus development of
a groundwater model capable of estimating stream-aquifer interactions. Such a major effort was not
considered practicable or justifiable given the comparisons presented above and the fact that the Arkansas

River is a relatively minor water source for the City of Wichita.

Synthesis of Streamflow Estimates

As mentioned in Section 2, there are only two stream gages in the project vicinity with long continuous
records that span the entire model simulation period: the Valley Center and Arkansas River at Arkansas
City (Arkansas City) gages. At all other model stream nodes (Table 1), all or portions of the flow data

used in the operations model were synthesized. The methods used to synthesize these data are described

below:
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Methodology

For stream nodes located at stream gages, whether active or discontinued, there are discharge data that
cover a portion of the model simulation period. At these locations, it was necessary to fill in the missing
data with estimates based on recorded data at other nearby gages. At stream nodes that are not located at
an active or discontinued stream gage, a complete 85-year record was generated. In either case, the
missing flow data at the target stream node were estimated based on the recorded data at a nearby source
gage or gages that have data for the missing period. In selecting source gages, preference was given to
gages available on the same stream, located either upstream or downstream of the target stream node, that
have comparable drainage areas. For target gages without any nearby upstream or downstream gages, data

for a gage on another, nearby stream were used.

For target nodes located at an active or discontinued stream gage, the missing data were estimated by first
calculating the average annual unit discharge at the target and source stream gages. Unit discharge was
calculated by dividing a gage’s flow by its contributing drainage area, yielding values in cfs/square mile.
When the target and source gages have an overlapping period of record, regression analyses were used to

determine a best-fit line through these data:

q, =a+bq,

Where:

q: = Recorded average annual unit discharge for target stream node (cfs/square mile)
gs = Recorded average annual unit discharge for source stream gage (cfs/square mile)
a = Intercept of best-fit line through data

b = Slope of best-fit line through data

When the regression analyses returned a best-fit line with a negative intercept or relatively large positive
intercept, an alternate analysis was performed with an intercept forced to go through zero. This
adjustment avoided problems later on days when the flow in the source gage was zero or near zero. With
a negative intercept, the equation above returns an invalid negative flow estimate. Where the regression
analysis returns a large positive intercept, the calculated flows yielded unrealistically high minimum
flows. When there is no overlapping period of record for the target and source gages, the intercept and

slope were assumed to be zero and one, respectively.
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The regression analyses described above were based on average annual flows but later used to develop
daily flow estimates. The mean daily discharges at the target stream node were estimated using these

regression results in the following equation:

= a+b><QS * A4
0 (ertfi)os

Where:

O, = Estimated mean daily discharge at target stream node (cfs)

O, = Recorded mean daily discharge at source gage(s) (cfs)

A, = Contributing drainage area at source gage (square miles)

A, = Contributing drainage area at target stream node (square miles)

For those source and target gages that have no overlapping period of record, this equation simplifies to a

straight drainage area ratio when substituting a =0 and b = 1.

Arkansas River near Hutchinson

The uppermost stream node on the Arkansas River is located about 24 miles upstream of Wichita at the
USGS’ Arkansas River near Hutchinson stream gage (Station 07143330). The period of record at this
gage starts in October 1959 and runs through the end of the model simulation period. Prior to October
1959, the flow data for this stream node were estimated from two downstream gages on the Arkansas
River: Arkansas River near Wichita and Arkansas River at Wichita. The specifics of these estimates are

described below:

o Arkansas River near Wichita gage (Station 07143400): The period of record for this source gage runs
from October 1921-March 1934, so it does not overlap the record at the near-Hutchinson gage.
Therefore, the flow at this target stream node was estimated from the data at this source gage using a
multiplier based on the ratio of the respective drainage areas. The flow estimates derived from this

source gage extend from October 1922—September 1934.

o Arkansas River at Wichita gage (07144300): This stream gage began operation in October 1934,
replacing the near-Wichita gage discussed in the previous bullet item. This gage has been in

continuous operation since that time, so there is an overlapping period of record for the target, near-
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Hutchinson stream node and this source gage (October 1959—September 2007). A major tributary, the
Little Arkansas River, enters the Arkansas River between the Hutchinson and Wichita gages. The
flow in this tributary (as measured at the Valley Center gage) was netted out of the flow at the
Wichita gage before making flow comparisons. These comparisons are shown in Figure 7. The best-
fit regression line through these points has an intercept of 1.9277E-4 and a slope of 0.80236, with a
coefficient of determination (R?) of about 0.947. For the period October 1934—September 1959, mean
daily discharge at the near-Hutchinson stream node was estimated from this source gage using these

regression results.
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Figure 7: Discharge Comparison—Arkansas River near Hutchinson vs. at Wichita

If the unit runoff at these two Arkansas River gages was equivalent (that is, proportional to their
respective drainage areas), the regression line shown in Figure 7 would have an intercept of zero and a
slope of one. This seemingly large discrepancy results because the Arkansas River frequently runs dry in
central Kansas because of upstream regulation and stream depletions. Therefore, the true effective
contributing drainage area for these gages usually starts in central Kansas and not at the continental divide

in Colorado.
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Starting in October 1959, the actual recorded data at the near-Hutchinson stream gage was used for this

stream node.

Arkansas River near Maize

The USGS’ Arkansas River near Maize, Kansas stream gage (Station 07143375) is located a short
distance upstream of the Wichita metropolitan area. The period of record for this gage is March 1987 to
present. Prior to March 1987, the flow data for this stream node were estimated using the Arkansas River
near Wichita and Arkansas River at Wichita gages. The methods used to estimate the missing flow data at

this node are described below:

e Arkansas River near Wichita gage (Station 07143400): The period of record for this source gage runs
from October 1921-March 1934; therefore, its record does not overlap that at the near-Maize gage.
For this reason, the target node flow estimates derived from this source gage’s data were developed
using a drainage area ratio. The ratio of the contributing drainage areas at the near-Maize and near-
Wichita gages is 0.998 (31,924 square miles/31.978 square miles). The flow estimates developed
from this source gage extend from October 1922—September 1934.

o Arkansas River at Wichita gage (Station 07144300): This source gage is the active stream gage on the
Arkansas River in Wichita. The period of record for this gage is October 1934 to present. The
multiplier used to estimate the flow data at the near-Maize node from this gage’s data was derived
from regression analyses using average annual unit flow data. Figure 8 is a scatter plot that shows the
relationship between the average annual unit flows at the near-Maize gage and the net average annual
unit flow at the at-Wichita and Valley Center gages. The best-fit regression line through these points
has an intercept of -0.00343 and a slope of 1.22539, with an R of 0.95146. An alternate regression
line with a forced intercept of zero yields a slope of 1.11652 and R* of 0.97276. These latter
regression results were used to generate the flow estimates using this source gage. These estimates

start in October 1934 and end in March 1987, when the near-Maize gage became active.
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Figure 8: Discharge Comparison-Arkansas River near Maize vs. at Wichita
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Little Arkansas River at Alta Mills

The USGS has operated a stream gaging station on the Little Arkansas River at Alta Mills (Station
07143665) since 1973. The location of this gage was selected as the farthest upstream node on the Little
Arkansas River. For the balance of the model simulation period, the flow at this gage was estimated from
the flow records at the downstream Valley Center gage. A scatter plot that compares the average annual
flow at these two gages for the available 34-year overlapping period of record is shown in Figure 9. The
best-fit line through these points has an approximate intercept of -0.02213, a slope of 1.06826, and an R*
0f 0.96623. An alternate regression line with a forced intercept of zero was also added to this graph. This
line has a slope of 1.02513 and R* of 0.98466. The results of this alternate regression analysis were used

to estimate the discharge at Alta Mills for the missing period, October 1922—June 1973.
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Figure 9: Little Arkansas River Discharge Comparison—Alta Mills vs. Valley Center
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Little Arkansas River at Halstead

As originally conceived, the ILWSP included a proposed surface water intake and/or diversion wells on
the Little Arkansas River near Halstead. There is a stream gage near this location (Little Arkansas River
at Highway 50 near Halstead, Kansas [Station 07143672]); the record at this station begins in May 1995.
For the balance of the model simulation period, the flow at this gage was estimated from the flow records
at the downstream Valley Center gage. A scatter plot that compares the average annual flow at these two
gages for the available 12-year overlapping period of record is shown in Figure 10. The best-fit line
through these points has an approximate intercept of -0.03734, a slope of 1.1941, and an R? of 0.85251.
An alternate regression line with a forced intercept of zero was also added to this graph. This line has a
slope of 1.09214 and R? of 0.96029. The results of this alternate regression analysis were used to estimate

the discharge at Halstead for the missing period, September 1922—April 1995.
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Figure 10: Little Arkansas River Discharge Comparison—Halstead
vs. Valley Center
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Little Arkansas River near Sedgwick

The USGS’ Little Arkansas River near Sedgwick gage had been in operation since October 1993. Figure
11 shows that the average annual unit flow at the Sedgwick and Valley Center gages has a very nearly
linear relationship. The best-fit line through these points has an intercept of -0.02843 and a slope of
1.14755 with an R* of 0.97838. An alternate best-fit line with a zero intercept has a slope of 1.07376 and
an R” of 0.99282. The discharge at this stream node for the period prior to October 1993 was estimated

from the data at the Valley Center gage using the results of this latter regression analysis.
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Figure 11: Discharge Comparison-Little Arkansas River near Sedgwick
vs. at Valley Center
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Little Arkansas River at Valley Center
The Valley Center stream node on the Little Arkansas River is located at the USGS’ stream gage of the
same name (Station 07144200). The available data at this stream gage cover the entire model simulation

period, so no streamflow estimates were necessary.

Little Arkansas River at Mouth

There are no stream gages on the Little Arkansas River below Valley Center; some of the proposed
elements of the ILWS plan will impact the flow in the lowest reaches of this river. Therefore, it was
necessary to develop flow estimates for the Little Arkansas River near its mouth in downtown Wichita.
These flow estimates were developed from the data available at the Valley Center gage using a flow
multiplier based on the ratio of the respective drainage areas. The drainage area of the Little Arkansas

River at it mouth was estimated as 1,314 square miles, yielding a drainage area ratio of 1.049.

City of Wichita Appendix A — Page D21
Department of Water and Sewer McDonnell

SINCE 1898




Equus Beds ASR EIS
Appendix A — Hydrology Attachment D — Development of Streamflow Discharge for RESNET Model

Arkansas River at Wichita

In Wichita, the discharge in the Arkansas River is recorded at a USGS stream gage located at the South
Broadway Bridge (Station 07144300). This stream gage (Arkansas River at Wichita) has been in
continuous operation since October 1934. Prior to this date, two possible methods were investigated to

extend this record back to the start of the model simulation period. These methods are discussed below:

e Arkansas River near Wichita (Station 07143400): There is another stream gage located about six
miles upstream of the target stream node that has flow records extending back beyond the start of the
model simulation period. This gage (Arkansas River near Wichita) was discontinued shortly after the
at-Wichita gage was placed in operation (March 1935). As there are only six months of overlapping
data at the near-Wichita and at-Wichita gages, the results of any regression analysis would not be
considered to have much validity. Although this gage is located only a short distance upstream, it is
also above the confluence of the Little Arkansas River and has a significantly different (smaller)
drainage area. Therefore, one method for estimating the flow at this target node would be to total the
flow in the Arkansas River at the near-Wichita gage and the estimated flow in the Little Arkansas

River at its mouth (Section 4.8).

o Arkansas River at Arkansas City (Station 07146500): The USGS stream gage on the Arkansas River
at Arkansas City is one of the few gages with data for the earliest portion of the model simulation
period. Figure 12 is a scatter plot that shows the relationship between the average annual unit flows at
this gage and the target stream node. Two best-fit regression lines were plotted through these points.
The first line has an intercept of -0.00608, an approximate slope of 0.65439, and an R* of 0.92131.
The second line has a zero intercept, slope of 0.57563 and R? of 0.96666.

The flow record at the Wichita stream node was extended using the first method described above — sum

of the discharge data for the near-Wichita gage and estimated flow in Little Arkansas River at its mouth.
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Figure 12: Discharge Comparison—Arkansas River at Wichita vs. at Arkansas City

Source Gage: Arkansas River at Arkansas City, KS (Station 07146500)
Target Gage: Arkansas River-at Wichita, KS-(Station-07144300)
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North Fork Ninnescah River at Cheney Reservoir

Cheney Reservoir is one of the City’s principal water sources. This reservoir is located on the North Fork
Ninnescah River above Cheney, Kansas. There is a stream gage located at Cheney Dam that was placed
in operation at about the same time as the reservoir (October 1964); however, this gage (Station
07144795) records reservoir discharge only. For the operations model, estimates of reservoir inflow are

required. These inflow data were estimated from the following sources:

e North Fork Ninnescah River near Cheney, Kansas (07144800): This source stream gage was located
downstream of Cheney Dam. Its period of record starts in October 1950 and ends in September 1964.
The inflow to Cheney Reservoir for this same period was estimated from this gage’s data using a

drainage area ratio (664 square miles/685 square miles = 0.969).

e North Fork Ninnescah River above Cheney Reservoir (Station 07144780): This source stream gage is
located just a few miles upstream of the reservoir. This gage was placed in service after the reservoir

became operational (July 1965) and is still active at present. The reservoir inflow estimates developed
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from this source gage were developed by multiplying recorded flows by the ratio of contributing

drainage areas of the dam and gage (664 square miles/550 square miles = 1.207).

o Little Arkansas River at Valley Center (Station 07144200): Prior to installation of the near-Cheney
gage, there are no stream flow records for the North Fork Ninnescah River. For this period, Cheney
Reservoir inflow was estimated using data for the Valley Center gage on the Little Arkansas River.
Figure 13 is a scatter plot that compares the average annual unit discharge at this gage with those for
the near-Cheney and above-Cheney-Reservoir gages. The regression analyses for these data were
developed after excluding one outlying data point. This single outlier was shown to have a significant
influence on the regression results. The best-fit line through the remaining data points has an intercept
0f 0.08256 and a slope of 0.62079. Using these regression results to estimate the missing flow data
for this target gage results in an unrealistically high minimum reservoir inflow estimate; therefore an
alternate regression line with a zero intercept was used to estimate Cheney Reservoir inflow for the
period October 1922—September 1950 and October 1964—June 1965. This zero-intercept regression
line has a slope of 0.82864 and an R* of 0.90329.
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Figure 13: Discharge Comparison-Little Arkansas River vs. NF Ninnescah River
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Ninnescah River near Peck

Below Cheney Reservoir on the main stem of the Ninnescah River is a USGS stream gage near Peck
(Station 07145500). This gage has a period of record from April 1938 to the present. For the early portion
of the model simulation period before this gage became active, these flows were estimated using data for
the Arkansas City gage on the Arkansas River (Station 07146500). A scatter plot that compares the
average annual unit flow at these source and target gages is included as Figure 14. From regression
analyses, the best-fit line through these data points has an intercept of 0.05233, a slope of 4.10385, and an
R? of 0.84037. The missing data at this stream node were estimated using the results of this regression

analysis.

Source Gage: Arkansas River at Arkansas City, KS (Station 07146500)
Target Gage: Ninnescah River near Peck, KS (Station 07145500)
Overlapping Period of Record: Water Years 1939-2007
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Figure 14: Discharge Comparison—Arkansas River vs. Ninnescah River

Arkansas River at Arkansas City

The last stream node used in the operations model is located on the Arkansas River near the Kansas-
Oklahoma state line. This stream node is located at the USGS’ Arkansas River at Arkansas City stream
gage (Station 07146500). The available data at this stream gage cover the entire model simulation period

so no streamflow estimates were necessary.
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Unregulated stream node inflow

The streamflow data presented above includes estimates of the mean daily flow at each stream node for
the entire model simulation period. The flow input data required for the operations model, however, are
the unregulated inflow at each stream node. The unregulated inflow to a stream node is defined as the net
runoff that accrues to the stream between that node and any upstream nodes. For example, the Arkansas
River at Wichita stream node is located downstream of two other stream nodes: Arkansas River near
Maize and Little Arkansas River at Mouth. Therefore, the unregulated inflow at the Wichita stream node
is calculated as the estimated discharge at this node less the estimated discharge at the two upstream
nodes. These unregulated inflow data can be negative at times when there are net depletions within a
stream reach. These data can also be negative because of differences in the timing of storm hydrographs,
which can cause the discharge at an upstream gage to be higher on a given day than the discharge at a

downstream gage.

The streamflow estimates at each stream node were converted to unregulated inflow estimates by
subtracting the flow from any upstream flow nodes. The upstream nodes at each stream node (if any) can

be discovered by examination of Figure 1, but are also listed in Table 4 for convenience.

Table 4: Upstream Nodes at each Stream Node

Upstream Node(s)
Node No. Node Name
Node No. Node Name
10 Arkansas R. near Hutchinson - -
20 Arkansas R. near Maize 10 Arkansas R. near Hutchinson
30 L. Arkansas R. at Alta Mills - -
40 L. Arkansas R. at Halstead 30 L. Arkansas R. at Alta Mills
50 L. Arkansas R. near Sedgwick 40 L. Arkansas R. at Halstead
60 L. Arkansas R. at Valley Center 50 L. Arkansas R. near Sedgwick
70 L. Arkansas R. at Mouth 60 L. Arkansas R. at Valley Center
50 L. Arkansas R. near Sedgwick
80 Arkansas R. at Wichita
70 L. Arkansas R. at Mouth
90 NF Ninnescah R. at Cheney Dam - -
100 Ninnescah R. near Peck 90 NF Ninnescah R. at Cheney Dam
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80 Arkansas R. at Wichita
110 Arkansas R. at Arkansas City

100 Ninnescah R. near Peck

Inflow Adjustments for Groundwater Interaction

Groundwater modeling has shown there is a strong hydraulic connection between the Arkansas and Little
Arkansas rivers and the Equus Beds aquifer. The rates at which the aquifer gains or loses water to these
streams is a function of aquifer water levels and storage. Table 5 lists the estimated rates of aquifer gain

from and loss to local rivers as a function of aquifer water levels (Burns & McDonnell, 2008a).

Table 5: Equus Beds Aquifer Gain and Loss Rates

Aquifer Total Aquifer Total Aquifer Net Aquifer
Water Level Gain Rate® Loss Rate® Loss Rate®
(feet NGVD)? (cfs) (cfs) (cfs)

1342 133¢ 23¢ -110
1360 100 38 -62
1366 89 43 -46
1370 82 44 -38
1375 73 48 -25
1380 62 53 -9
1385 54 60 6
1389 48 68 20
1390 46 70 24
1395 38 82 44
1396 36 85 49
1402 29 99 70

a. Aquifer water level is the water elevation measured in Monitoring Well 886.

b. Estimates of gains and losses to area streams from MODFLOW groundwater model (Burns &

McDonnell, 2008a).
c. Negative values indicate a net aquifer gain.

d. Values extrapolated from remaining data.
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In past analyses, it has been generally assumed that all Equus Beds aquifer gains come from Arkansas
River depletions and all aquifer losses from discharge to the Little Arkansas River. The Little Arkansas
River is down gradient of the aquifer so the assumption that all aquifer gains must come from the
Arkansas River seems valid. However, review of measured flows in the Little Arkansas River seems at
odds with the assumption that all aquifer discharge accrues to this river. The reasons for this conclusion

are discussed further below.

The aquifer gain and loss rates listed in Table 5 are relative to aquifer water levels (piezometric water
surface elevations) measured in Monitoring Well 886. A hydrograph of historical water levels in this
monitoring well is plotted in Figure 14. These measured water levels have ranged from a peak elevation
0f 1399.09 feet NGVD in August 1939 to a low of 1359.24 feet NGVD in October 1992. From the data in
Table 5, the corresponding aquifer discharge would have ranged from a minimum rate of about 37 cfs in
1992 to a maximum of 92 cfs in 1939. With an average water level of nearly 1382 feet, the historical
aquifer discharge would have averaged about 56 cfs. If all of this aquifer discharge accrues to the Little
Arkansas River then one would expect the baseflow in this stream to be comparable to these groundwater
discharge values (that is, to average 56 cfs and never be less than 37 cfs). If fact the measured flow in this
river has been less than 56 cfs at Valley Center about 48 percent of the time and less than 37 cfs about 30

percent of the time (Figure 4).
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Figure 14: Water Levels in Equus Beds Aquifer

1400

) .
> J
(Q] 4
z J
o 1390 -
3 ]
c J
Q .
© i
o 13804
m -
© J
CD -
(c) J
£ 1370
o) ]
£

5 :
.g |
< 1360 7

4 Source: Kansas Geological Survey
L] L] L] L] I L] L] L] L] I L] L] L] L] I L] L] L] L] I L] L] L] L] I L] L] L] L] I L] L] L] L] I L] L] L] L]
1930 1940 1950 1960 1970 1980 1990 2000 2010

Date

Various methods were tested to find a means to reconcile these estimated Equus Beds aquifer discharge
rates with measured flows in the Arkansas and Little Arkansas River, but none of these methods were
completely successful. The method that was adopted was to apportion the aquifer discharge between the
Little Arkansas and Arkansas rivers in a manner that best balances flows in the Little Arkansas River.
Preference was given to balancing flows in the Little Arkansas River because it is the primary new water
supply source — both for direct use and aquifer recharge — to be developed under the ILWS plan. This

analysis included the following steps:

e The historical water levels measured for Well 886 (Figure 14) were paired with the gain and loss rates
listed in Table 5 to yield estimates of historical aquifer gain and loss rates for the entire model
simulation period. The first available aquifer level reading (1397.98 feet NGVD) was collected on
January 14, 1939. Prior to this date, the aquifer water level was assumed to be a constant 1398 feet
NGVD. The recording interval for these data varied from approximately weekly to quarterly.
Between sample dates, water levels were assumed to vary linearly with time. After water levels were
estimated for each day, the corresponding aquifer gain and loss rates were estimated using these water

levels and the data in Table 5.
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e The apparent groundwater accretions to the Little Arkansas River were estimated for each day during
the 85-year modeling period as the difference in the measured or estimated flows at Alta Mills and
Valley Center.

e The apparent net groundwater accretions to the Arkansas River were estimated for each day as the
flow at Wichita less the flows at Hutchinson and Valley Center.

e The datasets described above were filtered to eliminate those days when the flow at Valley Center
was greater than or equal to its median value of 59 cfs. On the remaining days in these flow records, it

was assumed that most of the flow in these streams came from baseflow and not surface runoff.

From the data subsets described above, the following statistics were developed:

e Average total loss from Equus Beds aquifer to rivers: 61.8 cfs

e Average total gain from rivers to Equus Beds aquifer: 60.0 cfs

e Average net loss from Equus Beds aquifer to rivers: 1.8 cfs

e Average flow in Little Arkansas River at Alta Mills: 15.5 cfs

e Average flow in Little Arkansas River at Valley Center: 33.1 cfs

e Average net flow accretion in Little Arkansas River between Alta Mills and Valley Center: 17.6 cfs
e Average flow in Arkansas River near Hutchinson: 197.1 cfs

e Average flow in Arkansas River at Wichita: 254.4 cfs

e Average net flow accretion to Arkansas River between Hutchinson and Wichita: 24.2 cfs

From these statistics, it was concluded that only 28.5 percent of total Equus Beds losses should be
assumed to enter the Little Arkansas River (17.6 cfs / 61.8 cfs = 0.285). This percentage of total aquifer
losses should approximately preserve the flow balance in the Little Arkansas River. Unfortunately, the
same cannot be said for the Arkansas River. These statistics show that, on average, the Arkansas River
gains 24.2 cfs through this reach. However, using the remaining gains and losses from the aquifer one
would expect a net loss from the Arkansas River (0.715 * 61.8 c¢fs — 60.0 cfs = -15.8 cfs). From these
data, there is no apparent way to balance the accretion rates to both the Arkansas and Little Arkansas

rivers.

If Equus Beds discharge (loss) is distributed as indicated above, 28.5 percent will accrue to the Little
Arkansas River and the remaining 71.5 percent to the Arkansas River. With 100 percent of the aquifer

gains assumed to be from the Arkansas River, the resulting net aquifer loss rates are listed in Table 6.
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Table 6: Allocation of Equus Beds Aquifer Loss Rates

Aquifer Net Aquifer Net Aquifer
Water Level Loss to (Gain from) Loss to Little
(feet NGVD)? Arkansas River” Arkansas River®

(cfs) (cfs)
1342 -116.6 6.6
1360 -72.8 10.8
1366 -58.3 12.3
1370 -50.5 12.5
1375 -38.7 13.7
1380 -24.1 15.1
1385 -11.1 17.1
1389 0.6 19.4
1390 4.1 20.0
1395 20.6 234
1396 24.8 24.2
1402 41.8 28.2

a. Aquifer water level is the water elevation measured in Monitoring

Well 886.

b. All aquifer gains and approximately 71.5 percent of aquifer losses
accrue from/to Arkansas River. The remaining 28.5 percent of

aquifer losses accrue to the Little Arkansas River.

For the project study period, the estimated historical discharge between the Equus Beds aquifer and the
Arkansas and Little Arkansas rivers each day was estimated using the rates in Table 6 and the recorded
water levels in Well 886 (Figure 14). These estimates were then used to adjust the unregulated inflow data
at three stream nodes. The net losses from the Equus Beds aquifer to the Arkansas River were assumed to
occur between the near-Hutchinson and near-Maize stream nodes. Therefore, the unregulated inflow at
Maize was adjusted by adding estimated Arkansas River losses (aquifer gains) and subtracting
corresponding river gains (aquifer discharge). In the Little Arkansas River, the estimated historical gains
from the Equus Beds aquifer were split between two stream nodes. Forty percent of these gains were

subtracted from the unregulated inflow at the Halstead stream node and the remaining 60 percent from the
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inflow at Sedgwick. If an estimated negative flow adjustment on a particular day was greater than the
original recorded or estimated streamflow at the same point, the adjusted inflow on that date was limited

to a minimum of zero.

Flow Estimate Spreadsheet

The Microsoft Excel workbook file that accompanies this appendix contains all of the source and

estimated flow data described herein. This worksheets included in this workbook are described below:

e Stream Gages — List of USGS stream gages utilized in this streamflow appendix

e Recorded Flows — Copy of USGS flow records for referenced gages

e Flow Estimates — Complete record of flow estimates at model stream nodes. Where applicable, there
data are a composite of recorded and estimated flow data.

e Unregulated Inflow — Unregulated inflow estimates used in RESNET operations model

e Equus Beds GainLoss — Estimates of historical Equus Beds aquifer gain and loss rates

¢ Inflow Adjustments — Groundwater interaction adjustments made to Maize, Halstead and Sedgwick

flow data.
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Memorandum

To: John Christopher, SAIC

From: John Winchester, High Country Hydrology, Inc.
Cc: Mike Jacobs, Deb Ary, Lynn Moore

Subject:  Yield Modeling
Date: October 3, 2013

This memo summarizes the yield modeling completed for the City of Wichita’s Water Demand
Assessment. This involved converting the City’s existing RESNET model to MODSIM and running
scenarios of new water supply projects.

To derive a critical period of record, we analyzed records of both historical streamflows and
paleohydrology to determine the duration and severity of droughts with different recurrence
intervals. This resulted in two design droughts, which were used to simulate alternatives with 1- and
2-percent chances of recurring. These are similar to, but not exactly the same as, the historical
droughts of the 1930s and 1950s, respectively.

Once the design droughts had been determined, we simulated operations of the existing system, as
well as the operations of five additional water supply alternatives to determine the yield through the
design droughts. The additional yield for each proposed project was then used by SAIC to determine
the unit cost of water for each project, which can be used to compare the costs of the different
projects on an equal basis.

Based on the model, this analysis determined that the immediate limitation in the City’s ability to
meet demands during a drought is the delivery capacity from the Equus Beds Aquifer (62.7 mgd)
and Cheney Reservoir (69 mgd). Under current conditions, if the Local well field and the Bentley
Reserve well field are unable to deliver water, the maximum peak day supply the system can provide
is 131.7 mgd, which with the demand pattern we used, is an annual demand of 71,000 acre-feet/year.

Background

As part of the Water Demand and Supply Assessment performed for the City of Wichita (City), High
Country was retained to modify RESNET, the City’s existing yield model created by Burns &
McDonnell, and make model runs regarding potential raw water supply projects. In talking with city
staff, it became clear that the modifications we proposed making to RESNET would not make the
model sufficiently user-friendly for City staff’s purposes. We recommended that the RESNET model
be converted to MODSIM, the parent of RESNET, because MODSIM has a better user interface.
The City agreed to this suggestion.

HIGH COUNTRY HYDROLOGY. INC.
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We converted the RESNET model to MODSIM and verified that the MODSIM model reasonably
replicated the RESNET results. MODSIM cannot exactly replicate the RESNET operations due to a
variety of reasons. Our verification was based on RESNET run #77, a future condition with
anticipated facilities and demands in 2060.

After verifying the operation of the model, we removed the non-existent features and adjusted
capacities in the model so it represents the current system as closely as possible, given the data
available and the detail in the model. A screen shot of the MODSIM model for the existing system is
shown in Figure 1.
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Figure 1. MODSIM Model Wichita Network

We then added each of the proposed projects to the existing system one at a time, and calculated the
additional yield each alternative provided.

The results presented in this memo represent our current understanding of the system, but should
ultimately be considered preliminary. The results are likely to change when better data for the Equus
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Beds Aquifer becomes available, and if better information regarding El Dorado Reservoir operations
is acquired.

Model Conversion
We provided a memo describing the model conversion on Feb 12, 2013.

In summary, the RESNET model #77 was the same scenario used in the Integrated Local Water
Supply Plan (RESNET ID# 51) except flow and aquifer/river interaction estimates have been
updated to 2008 values,*® and used 2060 demands, projected to be 125,090 acre-feet per year for
Wichita’s municipal use and 26,500 acre-feet per year for agricultural use from the Equus Beds
Aquifer. The municipal and agricultural demands were revised for this analysis, and are described
below.

Results between the two models were very similar, though not exactly the same. The primary reason
for the difference is that RESNET and MODSIM simulate priorities in slightly different ways, but
there are also differences in how the models simulate aquifer gain/loss, and corrections we made to
area-capacity curves. While we made the conversion to the best of our ability in the time available,
and while there may be other reasons for differences, we did not have the time needed to track down
every cause.

Average Verses Peak Day Modeling

The yield model analyzes the system on both a peak day and average (period of record) basis.
Modeling was originally anticipated to consist of both an average day analysis, which would
determine the amount of water the system could reliably provide, and a peak day analysis, which
would determine limitations in the delivery system. This two-step approach is routinely used when a
yield model has a monthly or annual time-step, which is insufficient to analyze peak day demands
and limitations. Because Wichita’s yield model operates on a daily time-Step, separate analyses for
average and peak day yields were not necessary. Running the model with different levels of demand
quantifies both the reliable supply through various levels of drought, as well as identifies where
constraints in the raw water supply, storage, and delivery capacity occur on peak days.

City demands for the peak day analysis were based on historical daily pumping data from the Hess
Pump Station for 2002. The daily values for 2002 and 2012 were found to have the highest
correlation to the mean daily flow for the 2002-2012 period. The 2002 daily pattern is scaled
proportionately to generate different levels of annual demand.

! Memo from John Winchester to Paul Johnson, “Preliminary Model Results for Current Conditions”, Dated February
12, 2013.

2 Memo from John Winchester to Andrea Cole, “Equus Beds Ground Water — Surface Water Interaction”, dated January
6, 2013. Equus Beds stream interaction.docx.

® Memo from John Winchester to Paul Johnson, “Resnet Representation of the Equus Beds Aquifer”, dated February 7,
2013.
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Model Revisions

Once the MODSIM model was able to reproduce the RESNET results, we made several
modifications to the model so it would more accurately simulate Wichita’s raw water collection and
delivery system. These modifications are described in a memo dated March 21, 2013.*

In summary, these changes included:

= Links
= Removed unnecessary links and nodes to simplify the network;

= Aggregated link priorities so fewer priorities act in a serial manner, making it easier to follow
and adjust network operation;

= Added a short multi-link at Cheney and Equus Beds, each with ten parallel links limited to 30
acre-feet and 20 acre-feet per day, respectively, with alternating link costs (10, 15, 20, 25,
etc). When the reservoirs are in their normal operating range, these direct the model to take
60% of the water from Cheney, 40% from the Equus Beds;

= Changing link capacities on several pipelines to reflect the current pipeline capacities. Figure
1 shows the capacities used in the model.

34,000 affyr
irrigation demand® 3 Div Wells PN ASR Phase

3mgad

Phase | Surface Water
Treatment Plant

0mad
Equus Beds

WellField

Bentley Reserve
Well Field

66" - 62.7 mgd"

Cheney 66" —73.5 h

-73.5mgd .
Reservoir g Local Well Field

60" - 69 mgd?
7 mgd?

References: Equus Beds 66" — 56 mgd' Main WTP
1. Burns & McDonnel Hydraulic model Cheney 66" - 80 mgd1 160 mad capacity1
2. Wichita Water System Chronology.pptx 4 77
3. ASR Program Chronology 1-19-12 Final.pptx
4 Hess pumping.xlsx 681500 gi
5 26,500af/yr in Resnet model documentation. Increased for drought conditions. municipal demand?
6 2010 HDR ILSWP and ASR Program Review, 30mgd short period, then 7-12 mgd

Figure 1. Current System Capacities

* Memo from John Winchester to Paul Johnson, “Modsim Model Modifications”, dated March 21, 2013.
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= Modified the available inflows and the period of record;

= Created two droughts, one with an exceedance probability of 1 percent (one of 1 in 100
years) and 2 percent (1 in 50 years). Generally speaking,

The 1-percent drought is the 1930’s (eight years: 1933-1940);
The 2-percent drought is the 1950’s (six years: 1952-1956, 1959);

Both drought sequences are preceded by three “average” years and followed by one
average year. The average year was constructed based on water year 1981.°

= Equus Beds Aquifer

= The MODSIM model uses more restrictive top and bottom elevations for the Equus Beds
Aquifer.

Maximum elevation set to 1397' (422,185 af), 13" below top of well M17 (the closest well
to 886);

Minimum elevation set to 1360' (140,230 af);

The stream-aquifer interaction coefficients are the same as in RESNET, but should be re-
evaluated when new information becomes available from the USGS;

More information about the Equus Beds Aquifer can be found in memos dated Jan 6,
2013° and Feb 7, 2013’

= Cheney Reservoir

= The volume of the conservation pool was slightly revised

Maximum elevation set to 1421.6” (247,931 af), top of conservation pool;

Minimum elevation set to 1397’ (24,817 af), the bottom of the municipal inlet (1393)
plus 4’ to get above the level of the gate.

= Demands

= Current demands

Wichita municipal demand
e Based on records from the Hess Pump Station, 2012 demand is 68,520 af/yr®
e Annual demand distributed to daily based on 2002 demand data’

® PDSI drought durations - MODSIM inflows for various droughts.xIsx
® Memo from John Winchester to Andrea Cole, “Equus Beds Ground Water — Surface Water Interaction”, dated January
6, 2013. Tech Memo 1 - Equus Beds stream interaction.docx.

" Memo from John Winchester to Paul Johnson, “Resnet Representation of the Equus Beds Aquifer”, dated February 7,
2013. Tech Memo 2 - Equus Beds characteristics.docx.

8 Hess Data.xIsx
® MODSIM daily demand generator.xlsx
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— Ag demand from Equus Beds

e Set to 20,000 af/yr because demand is expected to be higher during a drought. May
15-Aug 31. Note that agricultural demand in RESNET was 26,500 af/yr.
= Future demands

— Professional Engineering Consultants (PEC) projects that 2060 demand will be 87,630
af/yr with a peak day to average day demand ratio of 2.07.*

= Daily demands

— The daily distribution is based on historical demands from 2002. The value for the peak
day (July 28) was adjusted upwards from 109 mgd to 117 mgd so the ratio of peak day to
average day is 2.07, the same as the 2060 demand projections by PEC. The value for July
27 was adjusted up to maintain the shape of the original pattern.

= Design Drought

= Design drought for this analysis would be the drought with a 1-percent chance of
exceedance.

= For additional information about the historical streamflow records, reconstructed drought
recurrence intervals from the 1,000-year Palmer Drought Severity Index (PDSI), and the
duration and severity of different droughts, see the second technical memo, dated March 14,
2013.1
The model results may differ from actual system operation when system hydraulics are more or less
restrictive than what is in the model (such as the delivery capacity out of Cheney Reservoir at very
high or very low elevations), when the model over-simplifies the system (e.g., the aquifer gain-loss
relationship with the Arkansas rivers), model efficiency (e.g., surface water diversions to the ASR
system), or assumptions regarding other uses (e.g., agricultural demand from the Equus Beds
Aquifer during droughts).

Modeled Alternatives and Results
Modeling was completed for both the 1-percent and 2-percent droughts for each of the alternatives.

To determine the yield available for each alternative, the model was run repeatedly, increasing
demands in 1,000-acre-foot increments until a shortage occurred at the main water treatment plant.
The largest demand that could be sustained through the drought without any shortage is considered
the sustainable yield the system can provide for the drought being modeled. Because runs with
sustainable yields do not have shortages, the primary variable between alternatives is reservoir
contents. Graphs of reservoir contents for the sustainable yield are included for each alternative.
These graphs show one possible trace of reservoir contents during the drought.

10 pEC future demands 2013-01-22.xIsx
1 Memo from John Winchester to Paul Johnson, “Extended drought reconstruction from PDSI”, dated March 14, 2013.
Tech Memo 4 - Extended drought reconstruction.docx
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The following sections include discussions about the alternatives, including graphs of reservoir
contents for the 1-percent drought. A table with all the results for both the 1-percent and 2-percent
droughts is included at the end of this section.

Baseline Scenario - Existing Conditions

Description

During the course of modeling, we made runs using a variety of assumptions. At the City’s direction,
the final scenarios use the existing pipeline capacities for the delivery system, as shown in Figure 1.

While making these runs, we determined that under both the 1- and 2-percent droughts, the limiting
factor on yield at the treatment plant wasn’t the supply of water, but is rather restrictions in the
delivery system. It appears some of these limitations can be addressed through system modifications
rather than laying new pipe.

To determine how much difference this additional capacity would make, we increased the capacities
of three of the pipelines in the delivery system and reran the model for the existing condition. These
three changes were:

= The Cheney Pipeline currently has a maximum capacity of 69 mgd but has a design capacity of
80 mgd. It is our understanding that the improvements for the Cheney Pipeline have already been
approved in the City’s Capital Improvement Program. Consequently the run with existing
pipeline capacities was made at 69 mgd, while the existing system with improvements was made
at 80 mgd.

= The pipeline from the Equus Beds well field to the main WTP has a diameter of 66 inches. The
capacity for the Equus Beds pipeline was determined using the City’s hydraulic model developed
by Burns & McDonnell, which showed that with the Bentley Reserve and Local well fields
operating, the capacity of the Equus Beds Pipeline is 62.7 mgd between the Equus Beds and the
junction with the Bentley Reserve Well Field, and 73.5 mgd between the Bentley well field and
the junction with the Cheney pipeline. For the existing system pipeline run, the capacity of the
upper Equus pipeline was assumed to be 62.7 mgd. In the run with the existing system
improvements the capacity was assumed to be 73 mgd, which may be possible if the Bentley
Reserve well field is not operating or if other modifications can be made.

= There are two 66-inch pipelines from the junction of the Cheney pipeline and the Equus pipeline
to the main WTP. According to the hydraulic model, the Cheney pipeline has a capacity of 80
mgd, while the Equus pipeline has a capacity of 56 mgd. Because the pipelines start and end at
the same locations and are the same diameter, then it may be possible to configure them to flow
the same amount of water. Consequently in the runs with existing system improvements, the
pipeline was sized at 80 mgd.
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Key Assumptions for Existing Conditions

In addition to the demands and capacities shown in Figure 1, important assumptions used in this
model include:

= Supplies

The design drought has an exceedance probability of 1-percent, which equates to a return
period of 100 years, is 8 years long and is modeled using the historical data for years 1933-
1940.

For comparison purposes, the 2-percent drought has a duration of 6 years, and is modeled
using the historical data for years 1952-1956 and 1959. This is slightly more severe than the
actual drought of the 1950s because 1957-1958 were not drought years and were not included
in this analysis.

ASR diversions only occur when there is water in the Little Arkansas River. For the existing
system, the diversion rate is limited to 3mgd from the diversion wells.

Diversions from the Bentley Reserve Well Field and the Local Well Field only occur when
there is flow in the Arkansas River.

There is only rudimentary accounting in the model for Equus Beds recharge credits. Water
stored in the Equus Beds Aquifer is added to a common reservoir that supplies water to the
Equus Beds Ag demand and the city of Wichita. The model does limit the rate at which water
can be injected, as well as the volume of recharge credits that can be pumped each year due
because of the number of wells. The model does not verify that pumping does not exceed the
amount recharged, or account for credits lost back to the river.

= Demands

The city’s daily demand pattern is based on the historical Hess Pumping for 2002. Daily
flows are scaled up and down to simulate the various demands. Note that as the daily
demands are increased, the peak day increases proportionately. Therefore an alternative that
can produce more water in a year can also meet a higher peak day demand than an alternative
that produces less water.

Ag demands are modeled at 20,000 acre-feet per year. This is higher than the 18,000 acre-
feet per year in RESNET, but demands were increased to reflect the increase in demand seen
during the 2011-2012 drought.

= Capacities

Bentley Reserve Well Field diversions are limited to June 1-Aug 31. This was apparently
done in RESNET to approximate the water rights limitations. The MODSIM model also uses
this diversion season. MODSIM allows the user to limit flows by annual volume, and we
limited diversions from the Bentley Reserve Well Field to 5000 acre-feet per year, but we
have since learned that this function does not actually limit flows in daily models due to a
problem with the seasonal accounting.
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= Local Well Field diversions can occur year-round at a rate of up to 7 mgd, when there is
water in the Arkansas River, without annual volumetric limitations.

= The pipelines between the Cheney-Equus Beds junction are assumed to be interconnected at
the Cheney-Equus junction. It is unclear how the interconnect affects hydraulics in the actual

system.

Results for Existing Conditions

Annual demands for the existing system model were increased until shortages occurred. Using the
assumptions described above, Figure 2 and Figure 3 shows that the existing system with its current
capacities can reliably supply 71,000 acre-feet per year through the 2-percent and 1-percent

droughts, respectively.
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Figure 2. Existing conditions, 2% drought.
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Figure 3. Existing conditions, 1% drought.

Looking at the data used to create Figure 2 and Figure 3, the shortages occurred on the peak days
during the drought, when no water was supplied by the Local or Bentley Reserve well fields, and the
demand reached 133 mgd, exceeding the Cheney-Equus capacity of 131.7 mgd. As a practical
matter, this amount and duration of shortage could likely be avoided through demand management.
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To determine how much additional yield the system is capable of providing if the pipeline capacities
were increased to their likely maximums, the capacities for the Cheney, Equus Beds and Cheney-
Equus junction-to-main-WTP were increased to the values described above and the model rerun.
With the enlarged pipeline capacities the yield of the existing system under the 2% drought
increased by 11,000 acre-feet per year to 82,000 acre-feet, as shown in Figure 4. Like the 2% run
with the existing pipe sizes, the system ultimately failed to deliver water when the peak day demand
exceeded the delivery capacity.

Reservoir Contents vs Shortage Reservoir Contents vs Shortage
Existing system, enlarged pipelines, 2% drought, 82,000af Demand Existing system, enlarged pipelines, 2% drought, 83,000af Demand
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Figure 4. Existing conditions, with enlarged pipeline capacities, 2% drought.

The model was also run for the 1% drought. This model showed that increasing the system’s
capacity would allow it to provide an additional 2,000 acre-feet through the drought. The system was
eventually unable to deliver water when both Equus Beds and Cheney went dry in the 8th year of the
drought.

Reservoir Contents vs Shortage Reservoir Contents vs Shortage
Existing system + enlarged pipe sizes, 1% drought, 73,000 af Demand Existing system + enlarged pipe sizes, 1% drought, 74,000 af Demand
160,000 1 160,000 35
g g g - 09 g g g

__ 140,000 __ 140,000 L 30
g JAYAA o8 || @ JAVAAN ~
= 120,000 | | = 170,000 i
Y v Fo7 £y v a5
Eloo.ooo ~ \ o5 & Eloo.ooo \ .
. Fa¥ £
& 80,000 05 §|| & 80000 =
2 so0m v D, - 045 || € soo000 v \ Sa 15 &
= v = = v - =
= LN [Vos 2|/ % AN Moo
o S v A L |} e SN AR

20,000 HT\')(‘}\/"\WA‘__ 01 20,000 N, " [ ~t S

o T T T T T T T T i o o T T T T T T T i T T T o

1 2 3 4 5 [ 7 8 1 2 3 4 5 [ 7 8
Year of Drought Year of Drought
Cheney Storage Equus Beds Storage Shortage Cheney Storage Equus Beds Storage Shortage

Figure 5. Existing conditions, with enlarged pipeline capacities, 1% drought.

The following sections discuss the additional yield each of the alternatives provides to the City.
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Alternative #1 — Treated Water From El Dorado to Distribution System, and
Alternative #2 — Raw Water From EIl Dorado to Main WTP

Description

These two alternatives include construction of a pipeline from El Dorado Reservoir to Wichita.
Alternative #1 would supply treated water to the distribution system, while Alternative #2 would
supply raw water to the main water treatment plant. Because the raw water alternative delivers water
directly to the water treatment plant and doesn’t rely on any part of the existing delivery system, and
because the water treatment plant in the yield model has capacity larger than the peak day demand,
the additional yield for these two alternatives are the same, regardless of whether water delivered as
raw water to the treatment plant or as treated water to the distribution system.

During the course of our work this alternative was modeled using several different assumptions
about the amount of water available from El Dorado, including:

1. EIl Dorado provides water only after its own demand of 13,500 af/yr has been met and when
El Dorado Reservoir is full. No storage will be provided for Wichita. As a practical matter,
Wichita will receive water that would otherwise spill over the dam. This alternative was
eliminated because it supplies Wichita essentially no additional water during drought periods.

2. EIl Dorado provides Wichita the use of the top 5 feet of the reservoir (36,247 acre-feet), and
inflows in excess of its own demands when the reservoir is within the top 5 feet. This
alternative was eliminated because it provides so little additional water for Wichita once the
drought begins.

3. El Dorado provides Wichita water from storage as long as the reservoir contents are greater
than 41,390 acre-feet, enough to provide El Dorado with two years’ supply (26,893 af of
supply plus 14,497 acre-feet to cover two years of evaporation). This alternative was run to
see how sensitive yields were to the volume available to Wichita from storage.

4. EIl Dorado provides water from storage as long as the reservoir is not empty. If the reservoir
is empty, El Dorado will use inflows to satisfy its own needs first, then provide water to
Wichita, and lastly refill the reservoir.

Based on direction from the City, the results shown here use the fourth set of assumptions.
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Key Assumptions

= Inflows to EI Dorado were developed by pro-rating the Walnut River at Winfield gauge based on

drainage basin area.

12

= El Dorado’s municipal demands were developed assuming a demand of 12 mgd x 365 days,
which was inferred from the Black & Veatch 2012 report.*? Because no other information was

available, this volume was disaggregated to a daily pattern using the 2002 water year for Wichita.

Any reduction in El Dorado’s municipal demand would likely increase the amount of water

available to Wichita.

= Deliveries from El Dorado Reservoir were not constrained to any level of the conservation pool.

= The pipeline to Wichita was assumed to have a capacity of 10 mgd.

Results

Figure 6 shows the reservoir contents for the alternative when Wichita has 98kaf of storage in El

Dorado Reservoir. The sustainable yield of the system under this alternative is 76,000 acre-feet per
year. Figure 6 shows the reservoir contents under these operating rules.

Reservoir Contents vs Shortage
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Figure 6. El Dorado to Main WTP, 2% drought.

12 Black & Veatch, Interim Technical Memo: EIl Dorado Lake Water Suppl. Jan 9, 2012.
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Figure 7. El Dorado to Main WTP, 1% drought.

The El Dorado to downtown alternative is able to increase Wichita’s yield for both the 1% and 2%
drought to 76,000 acre-feet per year. Both droughts fail to deliver water when the annual demand is
set to 77,000 acre-feet per year because the peak day for that demand is 142.3 mgd, which exceeds
141.7 mgd, the sum of the capacity for the Cheney (69 mgd), Equus (62.7 mgd) and the El Dorado
(10 mgd) lines. Note there was no shortage at the end of year 5 because there was water available
from the Local/Bentley well fields.

This result was obtained by taking as little water from El Dorado as possible to maintain storage that
could be used to meet peak demand. The El Dorado alternative could provide a larger volume of
water by diverting more water during the three average years preceding the drought, but delivering
that water earlier ultimately causes El Dorado to go dry during the drought, leaving no water to meet
peak day demands.

Additional analyses of this alternative will require more specific information of how El Dorado
would operate the reservoir and how storage and inflows would be allocated to Wichita.

Alternative #3 — El Dorado to ASR WTP

Description

This alternative involves construction of a pipeline from El Dorado to the ASR Phase Il water
treatment plant. Because the water will be stored in the Equus Beds aquifer, we assumed that no
storage would be provided at El Dorado Reservoir, however we did assume that Wichita’s water
would be delivered after meeting El Dorado’s 12 mgd demand but before refilling El Dorado
Reservoir.

Key Assumptions

= [nflows to El Dorado were developed by prorating the Walnut River at Winfield gauge based on
drainage basin area.
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El Dorado’s municipal demands were developed assumin? a demand of 12 mgd x 365 days,
which was inferred from the Black & Veatch 2012 report.*® Because no other information was
available, this volume was disaggregated to a daily pattern using the 2002 water year for Wichita.
Any reduction in ElI Dorado’s municipal demand would likely increase the amount of water
available to Wichita.

Water levels in EI Dorado Reservoir were constrained to the active conservation pool, from a
minimum of 3,359 acre-feet (top of dead pool) to a maximum of 240,559 acre-feet (top of flood
pool), with the top of the conservation pool at 158,630 acre-feet.

Wichita could take any water available in storage, plus any inflows after the City of ElI Dorado
satisfied its demands.

Demand was varied in 1,000-acre-foot increments. While there was a difference between runs in
the number of days Wichita’s municipal demand was short under the various alternatives, one or
more days of shortage resulted in the demand being reduced and the model run again.

Pipeline capacity to Wichita is 10 mgd.

Results

Figure 8 shows the storage available in Cheney, Equus Beds and EI Dorado. The figure shows that
providing additional water to the Equus Beds during the three average years before the drought
increases the amount of water available in storage at the beginning of the drought to meet demands
during the drought. Because the model has a higher priority for agricultural demands, this increased
supply is available to both Ag users as well as the city.

Reservoir Contents vs Shortage Reservoir Contents vs Shortage
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Figure 8. El Dorado to ASR, 2% drought.

Figure 9 shows that if the ASR system is expanded and has three or more average years preceding
the drought, the system would be capable of delivering a sustainable yield of 71,000 acre-feet
through the 1-percent drought. The right side of Figure 9 shows the shortage on peak days when the
demands are increased to 72,000 acre-feet per year.

13 Black & Veatch, Interim Technical Memo: El Dorado Lake Water Suppl. Jan 9, 2012.
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Figure 9. El Dorado to ASR, 1% drought.

This graph shows that the system suffered a shortage on the peak day when there was insufficient
capacity to deliver water from Cheney and the Equus Beds.

Alternative #4 — Expanded ASR

Description

This alternative increases the current capacity of the ASR project from 3 mgd to a total diversion and
injection capacity of 95 mgd. This was accomplished by increasing the size of the intake at
Sedgwick. The model only diverts water when there is more than 40 cfs in the Little Arkansas River
below Halstead and 85 cfs below Sedgwick. The ASR project was sized at 95 mgd rather than the
design capacity of 100 mgd as a safety factor to compensate for the fact that operations are not 100
percent efficient. For example, there are times when flows are sufficient for operations but operators
will decide not start the plant because the start-up time of the system is longer than the anticipated
duration of the high flows.

Key Assumptions

= Diversions from the Little Arkansas are available only when there is live streamflow.

= Diversions are junior to an 85 cfs minimum streamflow between Sedgwick and Valley Center.
= River diversions for recharge are limited to 95 mgd.

= Withdrawal of recharge credits is based on the number of wells, which are projected to limit the
pumping to 69,500 acre-feet per year. Recharge credits are not accounted for separately in the
model, so water put into storage in the Equus Beds Aquifer can be taken by either the City or by
agricultural users.

Results

The model simulating the expansion of the ASR system to 95 mgd of recharge capacity had a
sustainable yield of 71,000 acre-feet per year.
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Figure 10. Expansion of ASR to 95 mgd, 2% drought.
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Figure 11. Expansion of ASR to 95 mgd, 1% drought.

The shortages shown in both Figure 10 and Figure 11 indicate that the system is limited in its ability
to meet peak day demands.

Alternative #5 — Indirect Potable Reuse

Description

This alternative provides 15 mgd of indirect potable reuse (IPR) water to the main water treatment
plant. The water would be diverted from downstream of the wastewater treatment plant through
diversion wells, pre-treated to approximately match the existing raw water supplies, then pumped to
the main WTP for conventional treatment.

Water pumped from the Equus Beds is legally reusable, which gives the City the right to recapture
return flows originally from the Equus Beds and reuse them to extinction (we understand that
Wichita is also working with the State of Kansas to make part or all of the water from Cheney also
reusable). At the existing demand of 62,000 acre-feet per year, the minimum daily demand is 35
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mgd. Assuming that half of the supply on the minimum day is reusable, 15 mgd is a conservative
estimate of reusable water, even on the minimum-use day.

Rather than programming the model to calculate the amount of reusable water available at the
wastewater treatment plant, this alternative assumes a steady supply of 15 mgd is available for
indirect potable reuse.

Key Assumptions

= A steady flow of 15 mgd is available as a new supply. Because wastewater flows are often higher,
this is a conservative assumption.

= Treatment, whether through single or multiple barriers, will be sufficient so that this water can be
used in the municipal system.

Results

The model shows that a reuse system can provide a sustainable yield of 79,000 acre-feet through
both the 1% and 2% drought, the highest sustainable yield of all the alternatives considered. This is
because the yield of 15 mgd is higher than any of the other alternatives, however Figure 12 and
Figure 13 show that the addition of a consistently available supply also helps maintain the storage in
both Cheney and the Equus Beds, so they could provide even more yield if the existing pipeline
capacities were increased.
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Figure 12. Indirect Reuse, 2% drought.
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Figure 13. Indirect Reuse, 1% drought.

Both Figure 12 and Figure 13 show the shortage occurs when the combined capacity of the delivery
system (146.7 mgd) is exceeded when the demand is set to 80,000 acre-feet per year.

The graphs above show there is still water in storage under both the 1% and 2% droughts. Expanding
the pipelines allow the system to provide 89,000 acre-feet/year in the 1% drought and 91,000 acre-

feet under the 2% drought.
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Figure 14. Indirect Reuse, expanded pipeline capacities, 2% drought.
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Figure 15. Indirect Reuse, expanded pipeline capacities, 1% drought.

These graphs show that the peak day delivery capacity still controls under the 2% drought, though
the physical supply controls under the 1% drought.

Alternative #6 — Cheney Pipeline to ASR

Description

This alternative consists of a pipeline that takes water from Cheney Reservoir to the ASR Phase |1
surface water treatment plant for treatment and injection into the Equus Beds Aquifer. This is a
project similar to the El Dorado to ASR pipeline, except it uses water that Wichita already has the
right to divert and use, that would otherwise spill from Cheney Reservoir.

Key Assumptions

= Diversions from the Ninnescah River will be of water that could not be stored in Cheney
Reservoir. This could either be water from uncontrolled spills or from water released from the
flood control pool.

= The maximum capacity of the pipeline is 10 mgd.

Results

The Cheney alternative had a maximum sustainable yield of 71,000 acre-feet for both the 1% and
2% drought. Awvailable storage is shown in Figure 16 and Figure 17.
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Figure 16. Pipeline from Cheney to ASR WTP, 2% drought.

Increasing demands to 72,000 acre-feet per year causes the system to short the demands because of

insufficient delivery capacity on the peak day.

Reservoir Contents vs Shortage
Cheney to ASR, 1% drought, 71,000 af Demand

160,000 1

— 140,000 "V‘—‘V— - 08
< 120,000 / \ C 0B
P 7 N\ o7 £
g 100,000 - 06 B
oo AL os §
£ 500 ot - 04 i
’E 40,000 \ J - 03 3

. - o2

i USabaaA

0 0
i 2 3 4 5 & 7 8 9

Year of Drought
Equus Beds

Cheney Shortage

Available Storage

Reservoir Contents vs Shortage
Cheney to ASR, 1% drought, 72,000 af Demand

5
JAYAVA by
" - 3.5
‘ F 3
va I s
\ \‘“’\ & [t

1 2 3 4 5 3 7 8 g9
Year of Drought

Equus Beds

Cheney Shortage

Daily Shortage (AF)

Figure 17. Pipeline from Cheney to ASR WTP, 1% drought.
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Summary of Alternatives
Table 1 summarizes the alternatives described above.

Table 1. Summary of Alternatives.

Yield for Alternatives Under a 1% Drought

21

Max Yield - Peak day Increased yield 2060 2060
no shortage demand above existing demand shortage
Alternative (affyr)  satisfied (mgd) (affyr) (affyr)  (affyr)
Existing System - current pipeline capacities 71,000 131.2
Existing System - expanded pipelines 73,000 135.0 2,000 88,000 15000
ASR Phase 1 Complete 71,000 131.2 0 88,000 17,000
ASR Phase 2 Complete 71,000 131.2 0 88,000 17,000
Alts 1-2, El Dorado to downtown® 76,000 140.5 5,000 88,000 12,000
Alt 3 - El Dorado to ASR* 71,000 131.2 0 88,000 17,000
Alt 4 - Expanded ASR 71,000 131.2 0 88,000 17,000
Alt 5 - Reuse (15mgd) 79,000 146.0 8,000 88,000 9,000
Alt 5- Reuse {15mgd) - expanded pipelines 85,000 164.5 15,000 88,000 -1,000
Alt 6 - Cheney to ASR 71,000 131.2 0 88,000 17,000
! Assumes 158kaf of storage in El Dorado Reservoir, existing ASR capacity, 20,000 af/yr ag demand.
Yield for Alternatives Under a 2% Drought
Max Yield - Peak day Increased yield 2060 2060
no shortage demand above existing demand shortage
Alternative {affyr) satisfied (mgd) {af/yr) {affyr)  [affyr)
Existing System - current pipeline capacities 71,000 131.2
Existing System - expanded pipelines 82,000 151.6 11,000 88,000 6,000
ASR Phase 1 Complete 71,000 131.2 0 88,000 17,000
ASR Phase 2 Complete 71,000 131.2 0 88,000 17,000
Alts 1-2, El Dorado to downtown® 76,000 140.5 5,000 88,000 12,000
Alt 3 - El Dorado to ASR® 71,000 131.2 0 88,000 17,000
Alt 4 - Expanded ASR 71,000 131.2 0 88,000 17,000
Alt 5 - Reuse (15 mgd) 79,000 146.0 8,000 88,000 9,000
Alt 5- Reuse {15 mgd) - expanded pipelines 51,000 168.2 20,000 88,000  (3,000)
Alt 6 - Cheney to ASR 71,000 131.2 0 88,000 17,000

! Assumes 158kaf of storage in El Dorado Reservoir, existing ASR capacity, 20,000 af/yr ag demand.
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Given the assumptions in the model about the order in which supplies should be used, the model
shows that the majority of shortages will occur on peak days where there is insufficient delivery
capacity to meet peak day demands, or, in a few instances, when Cheney and/or the Equus Beds are
drawn down to the bottom of their usable pool and there is an insufficient supply. This leads to some
general observations:

= Because the delivery capacity is so important for meeting peak day demands, the way to increase
the number of days that peak-day yields can be met is to balance the draw-down of Cheney and
the Equus Beds so that they go dry at the same time. This allows the maximum use of the City’s
available resources without instituting any conservation measures. However, drawing down both
storage facilities to zero at the same time may result in a sudden shortage of water if reservoir and
aquifer inflows do not increase before these storage vessels run dry.

We also recommend that planning be done with some minimum amount of storage held in reserve
to guard against a drought with an exceedance probability of less than 1 percent. In systems with
terminal storage (storage in the immediate vicinity of the water treatment plant), keeping a year or
two of supply in the terminal reservoirs provides protection against failures in the delivery
system. Wichita does not have terminal storage, however maintaining a six months or a year’s
worth of water in storage would provide a pool of water for the city to manage during a severe
and sustained drought.

= To provide system redundancy, the delivery capacity from both sources should be increased so
that either source can meet peak day demands by itself. If the delivery capacity from the Equus
Beds is expanded to meet peak day demands, Cheney could be drawn down first, which has the
benefit of minimizing the evaporation loss at Cheney. The disadvantage of relying on one system
or the other is that a single source could sufficiently change the water quality at the treatment
plant to make treatment difficult, and it would require capital expenditures.

= Of those analyzed, the single project to meet the city’s estimated 2060 demands is indirect
potable reuse. This is because the yield of this project is constant throughout the drought, it has a
higher delivery capacity than other alternatives, and it allows more water to remain in Cheney and
the Equus Beds. This supply may have a higher treatment cost than other alternatives, but it does
provide the water the city needs.

= Expanding the ASR system by bringing water from Cheney would result in approximately the
same amount of water as bringing water from EI Dorado. This is because the limited amount of
storage in El Dorado limits how much water is available during a 1% drought. The Cheney
alternative would likely be easier to complete because the city owns both the facility and the
water rights, however the EI Dorado alternative would provide greater geographic diversity to the
City’s water supply system.

= Bringing new water from El Dorado to downtown, either as raw water to the treatment plant, or
treated water to the distribution system, would increase the peak day delivery to the City as long
as water was held in storage during the drought.

HIGH COUNTRY HYDROLOGY. INC.
825 South Broadway, Suite 10, Boulder CO 80302 303-258-3567
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Suggested Next Steps

The city’s potential yield could be further refined by performing the following tasks:

Determining if the data for the Equus Beds is the best available, and updating the model if it is
not. This includes both the elevation-volume relationship, as well as the stream-aquifer
interaction. Of particular importance is how far the city can draw down the aquifer.

Deciding if additional delivery capacity will be built from Cheney and the Equus Beds to the
main water treatment plant, and if so, what how much additional capacity will be added. This is
particularly important for the 2-percent runs. Adding likely capacity to the model and then re-
running the alternatives will quantify how the additional capacity would affect yield.

Adding more detailed water rights limitations to the model, including limitations on native rights
and recharge limits from the Equus Beds Aquifer. Because the allowable volume of recharge
credits is tied to the number of wells, determine how many wells will be constructed for each
alternative, and modify the annual limit accordingly.

Obtaining better inflow, use and reservoir management data for El Dorado Reservoir.

These steps could be completed by either a consultant or by City staff.

HIGH COUNTRY HYDROLOGY, INC.

825 South Broadway, Suite 10, Boulder CO 80302 303-258-3567
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Memo
Date: January 6, 2013
To: Andrea Cole, SAIC

From: John Winchester, High Country Hydrology, Inc.

Re: Equus Beds Ground Water — Surface Water Interaction

As you requested, we have compiled the data that defines the relationship of the stream gain/loss
between the Arkansas, Little Arkansas, and Equus Beds Aquifer.

Ground water elevation is based on aquifer head at monitoring well 886. Negative numbers indicate
flow from river to the Equus Beds aquifer. The following table is based on data in ResNet models 77, 78,
86. (Documented in Burns & McDonnell Wichita Operations Model Appendex A, Table 9, Page A10)

Storage Gain/Loss to Loss to Little Loss to Little
Deficit Arkansas River Arkansas River Arkansas River
(acre-ft) Near Maize Near Halstead Near Sedgwick
Elevation (ft) (acre-ft/day) (acre-ft/day) (acre-ft/day)
1,342 429,650.9 -231.1835 5.200661 7.800992
1,343 421,860.3 -226.3653 5.389091 8.083636
1,344 414,069.8 -221.5471 5.577521 8.366282
1,345 406,279.2 -216.7289 5.765951 8.648926
1,346 398,488.6 -211.9108 5.954381 8.93157
1,347 390,698.0 -207.0926 6.14281 9.214215
1,348 382,907.4 -202.2744 6.33124 9.49686
1,349 375,116.8 -197.4562 6.51967 9.779504
1,350 367,326.3 -192.638 6.708099 10.06215
1,351 359,535.7 -187.8198 6.896529 10.34479
1,352 351,745.1 -183.0016 7.084959 10.62744
1,353 343,954.5 -178.1835 7.273388 10.91008
1,354 336,163.9 -173.3653 7.461818 11.19273
1,355 328,373.3 -168.5471 7.650248 11.47537
1,356 320,582.8 -163.7289 7.838677 11.75802
1,357 312,792.2 -158.9107 8.027107 12.04066
1,358 305,001.6 -154.0926 8.215537 12.32331
1,359 297,211.0 -149.2744 8.403967 12.60595
1,360 289,420.4 -144.4562 8.592397 12.8886
1,361 281,629.8 -139.638 8.780827 13.17124
1,362 273,839.3 -134.8198 8.969256 13.45388
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1,363 266,048.7 -130.0016 9.157686 13.73653
1,364 258,258.1 -125.1835 9.346115 14.01917
1,365 250,467.5 -120.3653 9.534545 14.30182
1,366 242,677.0 -115.5471 9.722975 14.58446
1,367 234,886.4 -111.7215 9.779504 14.66926
1,368 227,095.8 -107.8959 9.836033 14.75405
1,369 219,305.2 -104.0702 9.892561 14.83884
1,370 211,514.6 -100.2446 9.949091 14.92364
1,371 203,724.1 -95.53983 10.12998 15.19497
1,372 195,933.5 -90.83504 10.31088 15.46631
1,373 188,142.9 -86.13025 10.49177 15.73765
1,374 180,352.3 -81.42547 10.67266 16.00899
1,375 172,561.7 -76.72066 10.85355 16.28033
1,376 164,771.2 -70.93885 11.07967 16.6195
1,377 156,980.6 -65.15703 11.30579 16.95868
1,378 149,190.0 -59.37521 11.5319 17.29785
1,379 141,399.4 -53.59339 11.75802 17.63702
1,380 133,608.8 -47.81157 11.98413 17.9762
1,381 125,818.3 -42.65256 12.30069 18.45104
1,382 118,027.7 -37.49355 12.61726 18.92588
1,383 110,237.1 -32.33455 12.93382 19.40073
1,384 102,446.5 -27.17553 13.25038 19.87557
1,385 94,655.92 -22.01653 13.56694 20.35041
1,386 86,865.34 -16.20496 14.01917 21.02876
1,387 79,074.77 -10.39339 14.47141 21.70711
1,388 71,284.18 -4.581818 14.92364 22.38545
1,389 63,493.60 1.229756 15.37587 23.0638
1,390 55,703.02 8.033055 15.8281 23.74215
1,391 47,912.44 14.61024 16.37078 24.55616
1,392 40,121.86 21.18744 16.91345 25.37018
1,393 32,331.28 27.76462 17.45613 26.1842
1,394 24,540.7 34.34181 17.99881 26.99821
1,395 16,750.12 40.919 18.54149 27.81223
1,396 8,959.534 49.1405 19.21984 28.82975
1,397 7,466.278 54.76364 19.74744 29.62116
1,398 5,973.022 60.38678 20.27504 30.41256
1,399 4,479.767 66.00991 20.80264 31.20397
1,400 2,986.511 71.63306 21.33025 31.99537
1,401 1,493.256 77.2562 21.85785 32.78678
1,402 0.0 82.87934 22.38545 33.57818

High country Hydrology
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The following graphs show that the Equus Beds Aquifer gains or loses water to the Arkansas River
depending on the aquifer elevation. The aquifer always loses water to the Little Arkansas River, with
higher aquifer levels resulting in higher aquifer losses.
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Memo

Date: Feb 7, 2013

To: Nathan Winkley, City of Wichita

Cc: Mike Jacobs, Paul Johnson

From: John Winchester, High Country Hydrology, Inc.

Re: Resnet Representation of the Equus Beds Aquifer

As you requested during our meeting on Wed, Feb 5, the following are some of the characteristics
of the Equus Beds Aquifer, as represented in the Resnet model.

Aquifer Elevation-Capacity

The Equus Beds Aquifer is modeled as a reservoir with no surface area. The elevation-capacity
curve in Resnet is defined by a table that equates elevation with “storage deficit.” This definition
assumes that anytime the aquifer is less than full, there is a deficit in storage. The elevation-
capacity data presumes that 429,700 acre-feet of water that could be pumped when the ground
water is at an elevation of 1402 feet, and the aquifer would be empty when it is drawn down 60
feet to an elevation of 1342 feet.

As shown in the following graph, the elevation-capacity relationship is linear between the
elevation 1343 feet and a capacity of 0 acre-feet, and elevation 1395 feet and a capacity of
412,901 acre-feet (that is, bend in the curve is at 1395 feet). From this, one could suppose that the
storage graph was generated from three points (1402:412,901, 1395:412,901, 1343:0).

Equus Beds Aquifer
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Recharge and River Gain-Loss
The Equus Beds Aquifer gains water from surface recharge, and gains/loses water to both the
Arkansas and Little Arkansas rivers.

RECHARGE

From the Resnet documentation'
“Natural aquifer recharge was estimated to be 3.2 inches per year by the U.S.
Geological Survey. This natural recharge is represented in the operations model as an
import to this node (No. 120) of 18,800 acre-feet/year.”

Dividing the recharge volume by the recharge depth results in an aquifer area of 70,500 acres
(110 square miles). I have not seen the foundational material from the USGS that supports this

AQUIFER GAIN/LOSS
From the Burns & McDonnel work, the Equus Beds Aquifer both gains and loses water to the
Arkansas and Little Arkansas rivers.

From the Resnet model data
“The interaction between the Equus Beds aquifer and local streams was evaluated in the
MODFLOW groundwater model. Generally, aquifers receive their recharge from
precipitation and streams serve as aquifer drains. The outflow from aquifers supports the
baseflow in these streams. > Aquifer levels are derived from data measured in
Monitoring Well 886.7

The river gain/loss is a function of the elevation of the aquifer. In Resnet, this was accomplished
with a “leaky reservoir,” where the reservoir seepage rates were adjusted using elevation. In
Modsim, the reservoir seepage can only be a positive number, so having a gain (negative loss)
was accomplished by setting the capacity on links connecting the aquifer to the river at the
beginning of each timestep.

In Resnet, the Equus Beds Aquifer loses water to the Little Arkansas River at all aquifer
elevations, loses water to the Arkansas River when aquifer elevations are high, but gains water
from the Arkansas River when aquifer elevations are low.

The following table specifies the aquifer elevation-storage relationship and summarizes the
aquifer’s gains-lose relationship.

! Model documentation final eis_appendices.pdf. Appendix A, page A10.
2 Model documentation final_eis_appendices.pdf. Appendix A, page A10.
3 Model documentation final_eis_appendices.pdf. Appendix A, footnote (a) to Table 5, page D27.
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Equus Beds ASR EIS
Appendix A — Hydrology Attachment A — Operations Model
Table 9: Equus Beds Storage Deficit-Gain-Loss Data
Index Well Net Equus Beds
886 Storage Total Gain | Total Loss Loss Rates (cfs)
Elevation Deficit from Rivers | fto Rivers To To Little
(fleet NGVD) | (acre-feet) (cfs) (cfs) Arkansas Arkansas
River River

1.342 429,700 133 23 -116.6 6.6

1,360 289.400 100 38 728 10.8

1.366 242.700 89 43 -583 12.3

1,370 211,500 82 44 -50.5 12.5

1.375 172.600 73 48 387 13.7

1,380 133,600 62 53 -241 151

1,385 94700 54 60 -11.1 17.1

1,389 63,500 48 68 06 194

1,390 55,700 46 70 41 20.0

1,395 16,800 38 82 206 234

1,396 9.000 36 85 248 242

1,402 0 29 99 418 282

A complete table of stream-aquifer interaction can be found in our memo titled “Equus
Beds Ground Water — Surface Water Interaction,” sent to Andrea Cole on January 6,
2013.

m HIGH COUNTRY HYDROLOGY. INC.
825 S. Broadway, Suite 10, Boulder CO 80302 303-258-3567
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Memo

Date: Feb 12, 2013

To: Paul Johnson

Cc: Nathan Winkley, Mike Jacobs, John Christopher, Lynn Moore
From: John Winchester, High Country Hydrology, Inc.

Re: Preliminary Model Results for Current Conditions

As we discussed during our meeting on Wednesday, February 6, we have successfully ported
Wichita’s Resnet yield model to Modsim. The calculated reservoir contents are not identical, but
for practical purposes are the same. The project does not have the time or budget to exhaustively
determine why the models differ. For more information about replicating the Resnet model, see
our memo dated February 8, 2013.

The 2008 Resnet model used water supplies and demands projected for 2050, but with new
information for the Equus Beds Aquifer. Some of the significant features of this model include an
ASR recharge capacity of 100 mgd, an expansion of the local well field, and an annual demand of
125,090 acre-feet, as well as pipeline capacities that are larger than currently exist.

To evaluate the current system’s ability to meet demands, we have taken the 2050 model and
removed or downsized the facilities and demands so they represent the current system as closely
as possible. The following schematic shows our current understanding of capacities of the
existing system.

HIGH COUNTRY HYDROLOGY. INC.
825 South Broadway Suite 10, Boulder CO 80305 303-258-3567

31



Tech Memo — Preliminary Model Results
February 12, 2013
Page 2 of 4

City of Wichita Current Conditions Yield Model

26,500 afiyr
irrigation demand’ 3 Div Wells
Imgd

/" ASR Phase 1

Phase | Surface Water

7 mgd Treatment Plant

Equus Beds
Well Field

66" - 62.7 mgd' Bentley Reserve

Well Field
Cheney n_ 1
Reservoir 66"~ 13.5mgd Local Well Field

60 - 69 mgd?

7 mgd?
66" — 56 mgd’ Main WTP
66" - 80 mgd" 141 mgd capacity’

References:
1. Burns & McDonnel Hydraulicmodel
Wichita Water System Chronology.ppix 68,500 af

2.
3. ASRProgram Chronology 1-19-12 Final.pptx I'I‘ll.ll'li(:ipa'del‘l‘lal‘ld'l
4. Hesspumping.xlsx

Pipeline capacities in the 2050 model were reduced, where applicable, down to the existing
capacity. Some of the pipelines were modeled with parallel links with different costs. Varying
costs is one way to balance the flow in the system so one source doesn’t deliver all its water
before another source begins delivering water (e.g., Cheney Reservoir and the Equus Beds
Aquifer). For pipelines modeled using parallel links, the capacity of the link with the lowest
priority was reduced first, assuming that this would most accurately preserve the model’s
allocation of water.

The municipal demand for current conditions comes from the Hess Pump Station for 2012. Daily
Hess pumping data was provided by the City for 1989-2012. Because demands have changed
over time, the mean daily demand was calculated for the 2002-2012 period. Taking the mean of a
series reduces peaks and increases minimums. To maintain actual peak day demands, each of the
years was compared to the mean daily demand, and 2012 was found to have the highest
correlation. Consequently, the pattern for the daily demand is the 2012 Hess Pump Station data.
This pattern is scaled proportionately to generate different levels of annual demand. The annual
pattern is repeated for every year of the model’s period of record.

After setting the capacities and demands in the model to reflect current conditions, the model was
run with a demand of 68,500 acre-feet, the amount actually pumped in 2012. At this demand
level, the model had 287 days of shortage, primarily in the 1930s. The following chart shows the
reservoir contents and the municipal shortage.

HIGH COUNTRY HYDROLOGY. INC.
825 South Broadway Suite 10, Boulder CO 80302 303-258-3567

32



Tech Memo — Preliminary Model Results
February 12, 2013

2
8

300,000

Contents (AF)

200,000

500,000 \\

100,000 \n
W

) T

Reservoir Contents vs Shortage

——Cheney

——EquusBeds | |

—— Shortage

MRWWWAMWW”W

1920 1929

1939

15945

19559

19659

1979

19889

1999

180

160

3

120

3

S
Daily Shortage (af)

20

Page 3 of 4

Reducing the demand until there was no shortage, we found that the existing system is capable of
delivering water for the historical period of record without any shortage for an annual demand of
45,000 acre-feet per year. The following graph shows the reservoir contents for this demand

level.
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The following table summarizes how the number of days with municipal shortage are related to
the annual demand.
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Scenario Summary
Minimum Contents (af)

Demand (af) Cheney Equus Beds | Max Day (mgd) | Days Short
68,500 16,672 128,482 118 287
65,000 17,114 143,104 112 203
60,000 17,515 150,737 103 105
50,000 17,922 150,737 86 21
47,500 18,037 150,737 82 14
46,000 18,499 150,737 79 7
45,000 19,065 150,737 77 0

This work is preliminary for two reasons. First, city staff are reviewing the storage characteristics
for the Equus Beds Aquifer that are used in the model, and may be providing more accurate data.
New data could affect the aquifer’s ability to store and/or yield water, which in turn could affect
how much demand Wichita’s system can provide.

Second, the model’s operations showed that under future conditions, the Equus Beds Aquifer was
drawn down during the drought of the 1930s, but rebounded to previous levels over the long-
term. The model for current conditions shows some rebound, but not as much as the future
scenarios. It seems likely that the City would manage the aquifer so the rebound would be more
complete than what is currently being show.

Once we receive new aquifer data (or acknowledgement that the existing data is satisfactory), the
city may wish to have us adjust the balance of use between Cheney and the Equus Beds so they
recover more equally. While rebalancing the distribution of yield may change the result
somewhat, the system’s ability to meet demand will likely remain approximately the same.

HIGH COUNTRY HYDROLOGY. INC.
825 South Broadway Suite 10, Boulder CO 80302 303-258-3567
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Technical Memorandum

Date: March 14, 2013

To: Paul Johnson, SAIC

Cc: Nathan Winkley, Mike Jacobs, John Christopher, Lynn Moore
From: John Winchester, High Country Hydrology, Inc.

Re: Extended drought reconstruction from PDSI

This memo summarizes the development of long-term reconstructed streamflows.

Background

Stream gauge records in south-central Kansas generally start in the 1920s. These cover
the droughts of the 1930s, 1950s and 1990s, but do not necessarily reflect the long-term
hydrologic variability.

Our research found that the only long-term surrogate data for south-central Kansas is
approximately 1000 years of summer Palmer Drought Severity Index (PDSI) data
developed by Dr. Edward Cook at the Lamont-Doherty Earth Observatory of Columbia
University.' The Palmer soil moisture algorithm is calibrated for relatively homogeneous
regions. The Palmer Index varies roughly between -6.0 and +6.0, which Palmer
arbitrarily selected based on his original study areas in central lowa and western Kansas.
The PDSI is a meteorological drought index, and it responds to abnormally wet or dry
weather conditions. For example, when precipitation increases from below average to
above average, the PDSI shows an end to the drought without considering streamflow,
lake and reservoir levels, and other longer-term hydrologic impacts.

2

The Available PDSI Data

Cook originally produced a gridded network for the continental United States in 1999,
based on 388 tree ring chronologies. In 2004 he expanded the spatial and temporal
coverage to include 286 points in a 2.5 degree grid covering most of North America, as
shown in Figure 1. The 2004 PDSI reconstructions are based on 835 tree-ring
chronologies. Figure 2 shows the tree ring sites used for the 1999 network (there was no
comparable map for the 2004 chronologies on the NOAA web site). As shown in the
figure, in 1999 there are no tree ring sites located in Kansas, so PDSI values for the six
locations in Kansas are interpolated from sites in other states.

! http://www.ncdc.noaa.gov/paleo/pdsi.html
2 Palmer, Wayne C., Meteorological Drought — Research Paper No. 45. Office of Climatology, Washington
DC. 1965.

HIGH COUNTRY HYDROLOGY. INC.
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Figure 1. Grid locations where PDSI has been generated (Cook, 2004).
Dr. Edward Cook, Dr. David Meko, Dr. David Stahle and Dr. Malcolm Cleaveland
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The 388-Chronology Tree-Ring Network:
The circle around grid point 47(the larger filled-in dot) is an example of the size of the search radius
used to locate tree-ring chronologies around each grid point. In this case the large circle has a
radius of 350km.
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Figure 2. Locations of tree ring chronologies used by Cook in 1999.
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The PDSI values generated in 2004 represent the average summer (June-August) PDSI.?
Six of the grid locations published in 2004 fall within Kansas. Comparing the summer
PDSI with annual flows for the Little Arkansas River at Valley Center, we found that the
best correlation between streamflow and PDSI was obtained when we used the PDSI for
southwestern Kansas.

The PDSI data for southwestern Kansas has a period of record from 887 AD — 2003 AD.
Figure 3 shows a time series of the PDSI and the number of tree ring sites used to
reconstruct the PDSI for the period of record.

PDSI for Southwestern Kansas
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Figure 3. PDSI and number of tree sites.

The Cook data set included both the PDSI calculated from historical records for 1900-
2003, and the reconstructed PDSI for 887-2003. The correlation between these two data
sets had an 1 of 0.82. For the following analyses, we used a composite PDSI that was
made up of the reconstructed values for the years 887-1899, and actual values for
1900-2003.

Drought Return Period

Using the PDSI data, we calculated the return period for various droughts. While the
method for calculating the return period for a single year is well documented, there is no
standard method for calculating the return period for multi-year droughts.

We calculated and compared the return period for droughts in three ways: using single
years, using the number of consecutive years in a drought, and using the cumulative
PDSI.

3 http://www.ncdc.noaa.gov/paleo/pdsi.html

ﬁé‘ﬁn HIGH COUNTRY HYDROLOGY. INC. Page 3 of 7
2000 Switzerland Park Road, Boulder CO 80302 303-258-3567 March 14, 2013



Tech Memo — Extended Drought Reconstruction
Page 4 of 7
February 28, 2013

Single Year Severity
To calculate the return period of single years, we sorted the annual PDSI values into
ascending order, so the most negative values were first. We ranked the data, with 1 being
the most negative value.

We applied the equation for recurrence intervals to this data,
T=(n+1)/m

where

T = recurrence interval in years

n = number of years in the time series

m = rank of the individual year (1, 2, 3...)*

While there were drier years before 1900, during the gauged period of record covered by
the PDSI (1923-2003), defining droughts based on single years showed that 2002 was the
driest single year in the 1900-2003 period of record, followed by 1956 and 1934.

While individual years are interesting, they do not adequately describe the droughts
experienced in Kansas.

Number of Drought Years
Counting the number of years with below average precipitation and runoff can be used to
determine the duration of a drought.

Rather than simply count the number of sequential years with a PDSI below zero, we
modified our calculation of duration to account for variation of average years, and to
allow for single years with average conditions that occur in a string of drought years.

Based on Palmer’s original paper, the range of -0.49 to 0.49 is considered “near normal.”
Because there are years with a negative PDSI that are still considered within the normal
range, we did not consider a year a drought year until the PDSI was less than -0.5. This
assumption eliminated 82 of the 1167 years from the drought classification.’

In recognition that droughts can last through a single near-average year, series of drought
years were considered unbroken if it contained a single year with a positive PDSI less
than 0.5. While there were individual positive years in strings of drought years, this
assumption did not change any of the calculated drought durations because all the
individual years had a PDSI of greater than 0.5.

4 Dunne, Thomas, and Leopold, Luna. Water in Environmental Planning, 1978.
5 PDSI drought durations.xIsx
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Drought Duration and Severity

City staff at Wichita asked us to analyze surrogate hydrologic data to determine long-
term drought durations and severities. This memo discusses long-term droughts and
potential data sets that could be used for planning purposes.

Drought Duration and Severity

There are no long-term streamflow reconstructions for south-central Kansas, however Ed
Cook and John Krusic have reconstructed annual values of the Palmer Drought Severity
Index (PDSI) across North America, including six points in Kansas. We compared the
annual values of PDSI with gauged streamflows for 1923-2003, and found that the PDSI
for southwest Kansas was the best match for streamflows near Wichita. The PDSI
reconstruction for southwest Kansas covers 1166 years, from 837 to 2003.

The PDSI reconstruction for southeast Kansas is based on tree ring chronologies. The
number of sites used to develop the PDSI for southwest Kansas ranges from 2 to 35.
Statistically comparing different periods of the reconstructed PDSI, we determined that
years with more than 15 tree ring sites produced statistics more comparable with the
historical record, whereas earlier values based on fewer sites tended to be biased toward
drought. Consequently we have limited our use of reconstructed PDSI to the years 1640-
2003, which are based on 15 or more tree ring sites.

To determine drought duration, we counted the number of below-average years that
occurred in a row, and then calculated the exceedance probability for the different
durations using the standard equation,

Exceedance = Rank / (Sample Size + 1)

Using the same PDSI data, we calculated the total cumulative PDSI for each drought.
Because annual PDSI data does not correlate well with historical daily stream gauge data,
we suggest that the simplest strategy to generate model input for drought sequences is to
use historical streamflow data from years with similar PDSI values. Based on historical
PDSI data, we have assembled combinations of gauge data to represent the historical
droughts portrayed in the PDSI data. Drought duration, severity and representative years
from the historical gauge record are shown in Table 1 for various droughts.
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Table 1. Drought Durations and Severity from PDSI Data
Suggested Drought Intervals
based on reconstructed PDSI | 1640-2003) Representative Historical Years
Exceedence |Duration |Cumulative| Mean Actual Cum.
Probabilty (yrs) PDSI pdsi Years PDsI
10% 2 -4.4 -2.2011925-1926 -4.9
4.0% 4 -3.8 -2.21(1925-1926, 1981 x 2 -8.8
2.0% & -15.6 -2.60(1952-1956, 1959 -16.1
1.3% 7 -19.6 -2.80]1946, 1952-1956, 1981 -19.6
1.0% 8 -22.4 -2.80|1933-1540 -24.4
0.40% 10 -31.4 -3.14]1952-1956 x 2 -31.1
0.20% 12 -38.2 -3.18]1952-1956 x 2, 1963-1964 -38.4
0.10% 14 -45.0 -3.21)1925, 1933-1940, 1936-1937, 1937, 1540, 1976 -45.0
Design Drought

City staff requested that we fit the drought-duration data to a distribution so they can see
how much of the data is included in various multiples of the standard deviation.

The annual PDSI data were classified into wet and dry years, with wet years having a
PDSI greater than 1, dry years less than a PDSI of -1, and normal years between 1 and -1.
If two dry years were separated by a single wet year with a PDSI of 0.5 or less, the dry

streak was considered to be continuous.

Assuming the year counts were divided into 9 bins, the Johnson’s Special Unbounded
(SU) distribution best matched the number of consecutive drought years. The analysis of
fit was made using sequential years for both wet and dry years (both positive and
negative values of PDSI). The red data points show the number of droughts that occurred
for each drought duration on the x-axis. Note that the secondary axis only approximately
matches the function because it is not possible to mix x-y and bar graph types in Excel.

Probability Density Function
Johnson's Special Unbounded (SU) Distribution, Years of Drought Duration
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The graph shows the actual number of droughts for durations of 1, 2, 3... years. The
analysis was done using an odd number of bins (9 bins for 16 years), which eliminated
the outliers for droughts of 1- and 3-years.

Assuming the distribution represents the data, this graph shows that droughts with
durations within 2 standard deviations would represent 97.8 percent of the droughts,
including the drought with a 2-percent chance of occurring.
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Technical Memorandum

Date: March 21, 2013

To: Paul Johnson, SAIC

Cc: Nathan Winkley, Mike Jacobs, John Christopher, Lynn Moore
From: John Winchester, High Country Hydrology, Inc.

Re: MODSIM Model Modifications

This memo summarizes modifications we have made to the MODSIM yield model since
it was converted from RESNET so it would more accurately simulate Wichita’s raw
water collection and delivery system.

Pipeline Capacities

The pipeline capacities in the RESNET model were set to 2050 conditions. As discussed
in other memos, the pipeline capacities were reviewed with the City’s consultants and
staff to determine the best estimate of current capacity. The original RESNET and revised
capacities are shown in the following table.

Pipeline RESNET Revised Capacity
Capacity (mgd) (mgd)

Cheney to Equus junction 80 69

Equus to Bentley junction 32 62.7

Bentley reserve well field to Equus pipeline 10.8 10.8

Bentley junction to Cheney junction 43 73.5

Local well field to main WTP 36.8 7

Local well field expansion to main WTP 45 0

ASR diversion to ASR WTP 100 3

New pipeline from Equus to main WTP 100 0

These values came from previous work by SAIC or from the Burns&McDonnell
hydraulic model.

Wichita Municipal Demand

RESNET used a 2050 demand of 125,100 acre-feet per year. The revised 2060 demand
developed by PEC is 87,600 acre-feet per year.

Ag Demand

The agricultural demand from the Equus Beds Aquifer in RESNET was set to 26,500
acre-feet per year, turned on from May 15 to August 15 each year. Because the

HIGH COUNTRY HYDROLOGY. INC.
825 South Broadway Suite 10, Boulder CO 80305 303-258-3567

42



43
Tech Memo — Model Revisions
March 21, 2031
Page 2 of 2

simulations for this study focused on drought years, the ag demand was increased to
34,000 acre-feet per year, to reflect increases that have historically been seen during
droughts.

Cheney Area-Capacity Curve

Plotting out the area-capacity-elevation curve from RESNET showed that there were two
points with typographical errors that created very large deviations from an otherwise
smooth curve. The data for these points was interpolated to smooth the curve.

HIGH COUNTRY HYDROLOGY. INC.
2000 Switzerland Park Road, Boulder CO 80302 303-258-3567



ASR Permit Modification Proposal Proposed ASR Minimum Index Levels

growth. The City believes that the medium growth forecast raw water demands for 2060 may be further
reduced to 81,690 AF by implementing planned water use conservation measures, and has utilized this

demand forecast to evaluate how water resources will perform under various hydrologic conditions.

2.3 Integrated Water Resources Management During a 1% Drought Using
MODSIM-DSS

To evaluate the viability of existing and planned raw water resources versus the projected demands of
81,690 AF by the year 2060, the City developed a dynamic raw water resources model based on
MODSIM-DSS (Figure 1). MODSIM-DSS is a water rights planning, water resources management, and
river operations decision support system software that can simulate the effects that complex water
resource management rules and strategies have on a set of networked raw water resources such as
reservoirs, streams, or aquifers. MODSIM-DSS provides for input of variables such as integrated water
resources management policy, water rights quantity limitations, water right rate limitations, raw water
pipeline capacities, seasonal raw water resource preferences, reservoir conditions, streamflow levels, etc.
Using MODSIM-DSS the City can optimize how raw water resources are utilized to meet demand based
on any number of management criteria or outcome based goals. To simulate how the raw water demands
during a 1% drought should be distributed between Cheney Reservoir, the EBWF, and ASR system, the
City utilized the MODSIM-DSS model with the addition of updated drought variables:

1% Drought Simulation MODSIM-DSS Updates
e Raw water resources include Cheney Reservoir, EBWF, ASR Credits
o Cheney Reservoir — existing water rights and a starting storage condition of 110% full based on
the reservoir achieving this level during pre-drought conditions
o EBWEF — existing water rights of 40,000 AF
o ASR Recharge Credits - 60,000 AF of credits available not limited by current minimum index
water level restriction
o E&S Wellfield is not considered a firm source during drought due to water quality and limited
capacity during lowered Arkansas River flows
o Bentley Reserve Wellfield is not considered a firm source during drought due to limiting
streamflow triggers and poor water quality during lowered Arkansas River flows
e Future projected 2060 demand of 81,690 AF
o Raw water savings available through DRP added
o Base demand is reduced depending on Cheney Reservoir condition and associated DRP triggers
¢ Simulated 8-Year Drought Hydrologic Components
o 1933-1940 stream flows for rivers and streams and Cheney Reservoir

o 1933-1940 precipitation and evaporation for Cheney Reservoir

City of Wichita, KS 2-3 Burns & McDonnell
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Proposed ASR Minimum Index Levels

Figure 1 - A computer screen capture of the graphical user interface of the City's
MODSIM-DSS raw water resources model showing the network of simulated
reservoirs, streams, aquifers, interconnections, and sources of demand.
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e Updated Outcome-Based Goals
o Prevent economic distress of consumers due to occurrence of DRP Stages 3 and 4
o  Must maintain both Cheney Reservoir and EBWF as viable resources at all times

o Utilize 40,000 AF per year from EBWF prior to use of ASR Recharge Credits

By running MODSIM-DSS with the updated 1% drought simulation variables, an optimized daily raw
water demand is generated for each water resource. The results of the 1% drought MODSIM-DSS
simulation indicate that both the EBWF and Cheney Reservoir can be kept viable through the drought by
utilizing ASR recharge credits and the City’s DRP (Table 2-3). Under these conditions the City must
maintain the availability of all raw water resources (EBWF, ASR Recharge Credits, and Cheney
Reservoir) to meet daily drought demands and prevent implementation of Stage 3 water restrictions.
Further review of the reservoir accounting results indicates that Cheney Reservoir can be balanced such
that the calculated minimum reservoir condition during the eight-year drought period is 42% of

conservation pool, with an average of 62% (see Figure 2).

Table 2-3: MODSIM-DSS simulation results for the 1% drought utilizing projected 2060 demands

MODSIM-DSS Drought Drought Drought Drought Drought Drought Drought Drought

Variable Year 1 Year 2 Year 3 Year 4 Year 5 Year 6 Year 7 Year 8

Baseline City

Demand (AF) 81,690 81,690 81,690 81,690 81,690 81,690 81,690 81,690

Simulated Calendar | o5 5 1934 1935 1936 1937 1938 1939 1940
Year of Drought

Revised City
Demand from
Drought Response
Plan (AF)
City Demand
Assigned to EBWF 34,202 45,651 59,907 46,732 56,579 41,980 39,308 39,491

& ASR
City Demand
Assigned to Cheney | 47,060 26,841 11,209 25,158 14,233 28,831 31,808 31,173
Reservoir
Cheney % of
Conservation Pool 110% 92% 62% 59% 62% 53% 53% 63%
12 Month Average

81,262 | 72,492 | 71,116 | 71,890 | 70,812 | 70,811 | 71,116 | 70,664

24 Groundwater Modeling Setup - 1% Drought Simulation

In 2009, to better understand the regional Equus Beds Aquifer and the effects on water levels due to
current and planned ASR activities, the City contracted a study by the USGS. This study developed a
three-dimensional finite-difference groundwater-flow model based on MODFLOW-2000. MODFLOW

software is broadly recognized as the standard for simulation and prediction of groundwater conditions.
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Figure 1 - A computer screen capture of the graphical user interface of the City's
MODSIM-DSS raw water resources model showing the network of simulated
reservoirs, streams, aquifers, interconnections, and sources of demand.
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